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Abstract

This paper is in general concerned with the role of firm heterogeneity

for economic growth. We focus on heterogeneous productivity in inno-

vation and credit constraints of firms within a semi-endogenous growth

model reflecting recent empirical findings on firm heterogeneity. Our

model allows for an explicit solution for transitional growth and bal-

anced growth path level of innovations or ideas. The model predicts

an optimal degree of heterogeneity in the presence of an endogenous

firm distribution. This enables us to draw inference about the impact

of key policy parameters of the model on these quantities and to draw

conclusions about firm and capital market related policies.
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1 Introduction

In the recent past new data sets have allowed researchers to detect systematic

relations between the characteristics of business firms and their participation

in foreign trade and investment. This has spurred an increasing number of

theoretical contributions that consider the influence of firm heterogeneity on

the pattern of foreign trade and international economic integration. More

recently firm heterogeneity has been introduced in development studies (e.g.

Bond et al. 2008 or Gorodnichenko and Schnitzer 2010) and labor market

economics (e.g. Helpman et al. 2008 or Yeaple 2005). Less attention has

been paid to possible links between firm heterogeneity and other key economic

variables, as, for instance, aggregate productivity or growth.

The focus of this paper is the link between firm heterogeneity, research and

development (R&D) and innovation in the presence of credit constraints. The

empirical evidence reviewed below reveals that a) smaller firms are relatively

more innovative than larger ones but b) face more obstacles in accessing the

necessary financial leverage.

The contribution of the present paper is twofold. First, we develop a semi-

endogenous growth model that takes account of the influence of firm hetero-

geneity in R&D productivity and credit constraints. Firm heterogeneity is

endogenous. To the best of our knowledge this is novel in the literature.1 Our

model yields an explicit expression for the optimal degree of firm heterogeneity

regarding growth and the long-run level of innovations.2

Second, by exploiting the comparative static properties of our model with

respect to the parameters reflecting heterogeneity in credit constraints and

R&D productivity we shed light on the effects of policy interventions on inno-

1Peretto (1998, 1999a,b) is concerned with firm size but only for homogenous firms.

Luttmer (2007) and Baldwin and Robert-Nicoud (2008) analyze the relation between het-

erogeneity in firm level productivity and aggregate productivity
2The study that comes closest to what we have in mind when considering the link between

firm heterogeneity and growth is Klette and Kortum (2004). However, they do not take

account of heterogeneity in innovation behavior of firms nor is firm heterogeneity endogenous.
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vation and growth.

The paper is structured as follows. Section 2 provides an overview of the

available empirical evidence on firm heterogeneity, growth and innovation as

well as firms’ access to finance. It motivates our theoretical model developed in

Section 3. Results are discussed in Section 4 where we also derive implications

for evaluating the recent EU policy initiatives targeted at small and medium

sized enterprises (SMEs). Section 5 concludes.

2 Empirical Findings

The importance of firm heterogeneity for an economy is generally judged as

very high. The most easiest way to distinguish firms is by size. The OECD

(2009) for example points to the role of the SME sector in an economy. This

is of course due to their dominance in numbers as compared to large scale

enterprises. The German federal bureau for statistics (Statistisches Bunde-

samt) recently released interesting figures for the German economy in 2005.3

It reveals that 99% of all enterprises belong to the SME sector, they are re-

sponsible for 60% of total employment, 35% of total turnover, 40% of all gross

investments in structures and 46% of total gross value added. Therefore, it is

unsurprising that the SME sector plays so prominent a role in the economic

policy debate.4 In other industrialized countries the SME sector is on aver-

age even more important. In 2003 the world bank released a data base that

provides mean values for the time period 1990 to 1999.5 Extracting the data

for the 30 OECD member countries, which build a relevant comparison group

3See Klees and Veldhues (2008). This study considers the role of small and medium sized

enterprises with up to 250 employees and turnover up to 50 m e per year or a balance sheet of

up to 43 m e in manufacturing, retail trade, hotel and restaurant industries, transportation,

telecommunication and partly the service sector so that about 80% of all German enterprises

are covered.
4See Dannreuther (2007) for the European Union SME policy in general and Jousten

(2007) for the taxation of SMEs in particular.
5See Ayyagari et al. (2007)
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for the German economy, reveals that the OECD mean share of SMEs in total

employment and value added is 66% and 49%, respectively. The figures for

Germany during that period of time are 60% and 43%.

Although these are impressive numbers that suggest an important role for

the SME sector, there are other numbers which might be used to stress the

role of large enterprises, particularly for R&D investments. Already Acs and

Audretsch (1987) reported that large enterprises are responsible for the major

part of total R&D investments. Czarnitzki and Hottenrott (2011) analyze firm

level data for Germany and find that the R&D investment level is monoton-

ically increasing with firm size for the German business sector from 1992 to

2002. Similar results can be found for the Netherland’s case. As mentioned

by Verspagen (1999), only five multinational Dutch firms were responsible for

64% of total R&D investments in 1984, excluding R&D expenditures abroad.

Although this large share collapses to 45% in 1995 due to cutbacks in R&D

at Philips, this impressively underpins the important role of large enterprises

in the case of total R&D investments. Besides that, larger enterprises may

benefit from higher qualified staff compared to enterprises belonging to the

SME sector as outlined by Idson and Oi (1999).

There is more than size that distinguishes firms although size seems to

play an important role in the literature. In the next two subsections, we try to

summarize the findings in the empirical literature on, first, firm heterogeneity,

growth and innovation, and second, on heterogeneity and access to finance.

Finally, we try to draw conclusions for the theoretical model in Section (3).

2.1 Heterogeneity, Growth and Innovation

There are several findings in the literature on the relationship between firm size,

growth and innovation. Pagano and Schivardi (2003) analyze the impact of

the firm size distribution on the growth of labor productivity. In their sectoral

study for European countries they find a positive relationship between the

concentration of a sector on fewer and larger firms on the one side and higher
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labor productivity growth on the other side. Carree and Thurik (1998) come

to an opposite result. In their study, they investigate the consequences of the

transformation process in Europe’s manufacturing industries, particularly in

the late 1980s and early 1990s, from large firms toward small firms. Based on an

industry panel covering 14 manufacturing industries in 13 European countries,

they find on average that the employment share of relative large firms has a

negative impact on output growth. Audretsch and Thurik (2001), in a more

recent contribution, underpin this result: In their panel study for European

countries they find that a concentration towards smaller firms positively affects

growth.

The emerging picture gains contour from the results of panel data studies.

Using the NBER patent citation data base, Plehn-Dujowich (2007) finds that

smaller firms produce up to 4 time more patents per U.S. Dolar spend on R&D

than large companies. In addition, patents of small firms are significantly

more frequently cited than patents of large companies, indicating a higher

innovative content.6 Lotti and Schivardi (2005) study the patenting behavior

of countries, sectors and firms. They match data of the European Patent Office

with the firm level data base AMADEUS (Bureau van Dijk) and find that while

the probability of patenting rises with firm size, the patenting intensity, i.e.

granted patents relative to employment, falls with employment.7

Bertschek and Entorf (1996) use survey data for Belgium, France and Ger-

many on the percentage of sales due to products reported as innovative by

the firm. Their results are mixed with U- and hump-shaped as well as mono-

tonic relationships between employment and their measure of innovation.8 For

the U.S., Bound et al. (1984) and Acs and Audretsch (1990) find U-shaped

6See, e.g., Hall, Jaffe, and Trajtenberg (2005) for evidence on the usefulness of citations

as a proxy for innovation.
7Earlier evidence in this direction can be found in Cohen and Klepper (1996), Bound et

al. (1984), Acs and Audretsch (1988, 1991), Pavitt et al. (1987).
8Entorf (1988) already found a U-shaped relationship for Germany in a comparable study

and Cremer and Sirbu (1978) provide similar results for France.
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relationships when focusing on similar innovation measures. However, their

results provide no insights on the relationship between employment and inno-

vations per employee or any other relative innovation measure as discussed in

the preceding paragraph.

Firm heterogeneity has, of course, many dimensions. Besides size, age

also matters. Audretsch and Keilbach (2004) use regional data for 8 OECD

economies and find that firm entry and exit positively affects regional output

growth. Depending on the region, they conclude that up to 40% of growth

is associated with firm turn over. With firm entry and exit they associate

entrepreneurship and young innovative firms since entry and exit rates are

usually positively correlated. In this context it might be also useful to take a

look at the development of entrepreneurship across countries. A usual mea-

sure for entrepreneurship is the fraction of the population aged between 18 and

64 active in running a business. The EIM Business & Policy Research9 pro-

vides in its Entrepreneurs international (Compendia) data set time series on

this measure for 23 OECD countries for 1972 to 200710. This entrepreneurial

measure declined during this period in 16 of these countries. The unweighted

average decline amounts to 3.7 percentage points while the average value 1972

was 17.1%. Since entrepreneurship is closely related to SME activity,11 these

figures document a clear movement away from a SME to a large enterprise

economy.

2.2 Heterogeneity and Finance

Firms are also heterogenous with respect to finance. Taking size as the di-

mension of heterogeneity, Grunert et al. (2002) find the interest rate mark-up

for SMEs to be in the range of 1 to 2.5 percentage points p. a. as compared

9http://data.ondernemerschap.nl
10The 23 countries are Australia, Austria, Belgium, Canada, Denmark, Finland, France,

Germany, Greece, Iceland, Ireland, Italy, Japan, Luxembourg, New Zealand, Norway, Por-

tugal, Spain, Sweden, Switzerland, The Netherlands, U.K. and U.S.
11According to Audretsch (2007) today’s entrepreneurship yields tomorrow’s SMEs.
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to large enterprises. The authors argue that increased capital requirements

for banks induced by the Basel II accord are the underlying reason. Further

empirical evidence for increasing capital requirements and, hence, increasing

refinancing costs can be found in, e.g., Saurina and Trucharte (2004), Altman

and Sabato (2005), Jacobson et al. (2005) and Berger (2006).

Going beyond the Basel accord, there is ample evidence in the literature on

heterogeneous credit constraints. Bernanke et al. (1996) review the literature

on credit constraints in order to support their theory of the financial accelera-

tor. According to their references smaller lenders must provide more collateral

than larger and well established ones. Aghion et al. (2007) find from firm

level data for 16 industrialized and developing countries that more favorable

financial conditions lead to more firm entries and post-entry firm growth. This

result is quantitatively most important in sectors which are most reliant on

external finance. Lelarge et al. (2010) examine the impact of a public loan

guarantee scheme for small firms in France. They find this programme to in-

crease firm’s ability in obtaining external finance significantly, pointing to the

relevance of constraints for these firms in normal credit markets. Also Wagen-

voort (2003a,b) finds smaller firms in Europe to be more credit constrained

than larger companies. Angelini and Generale (2008) come to the same result

for the U.S.

Related to this is the notion of perceived credit constraints. This litera-

ture builds almost exclusively on business surveys. Musso and Schiavo (2008)

provide a good overview of such studies. The evidence herein supports the

conclusion that smaller and younger firms at least feel to be more credit con-

strained than larger and older ones. In their own empirical work using data

on French firms, Musso and Schiavo (2008) arrive at the same conclusion as

Aghion et al. (2007).

Relevant to our work is not only size heterogeneity but also heterogeneity

with respect to other characteristics. Aghion et al. (2004) elaborate on the

structure of finance of R&D conducting firms. Using a firm level data set for
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the U.K., they find that the share of traditional debt finance in the firms’

balance sheets is lower the more innovative a firm is. The authors argue that

this is due to higher intangibility of innovative activity which puts a limit on

traditional bank lending.

Firms can also be distinguished with respect to their age. Gertler (1988),

Devereux and Schiantarelli (1990), Cabral and Mata (2003) and Beck et al.

(2006) find younger firms to be more credit constraint than mature ones. Mata

(1996) finds that the majority of young firms, which are typically small, are

established below their desired or optimal firm size, mainly due to financial

constraints.

Also the Bank Lending Survey (BLS) conducted quarterly by the Eurosys-

tem in the Euro area sheds some light on how credit constraints apply to

different types of firms. The survey has been conducted since 2003 and covers

90 bank groups in all participating countries. Although limited in detail, the

reported numbers in the BLS can give insights on the influence of firm size on

credit constraints. During the fourth quarter of 2008 (see ECB 2009 p. 17),

i.e. right after the bankruptcy of Lehman Brothers Holdings Inc., the credit

standards applicable for approval of credits or credit lines tightened consider-

ably more for SMEs than for large firms. The percentage point difference of

banks reporting tightening standards over banks reporting easing standards

due to general economic risks increased for SMEs by 16 and for large firms

by 5. For reasons of industry or firm related outlook the numbers where 12

and 2, and for risk of the collateral 12 and 5. It seems therefore that condi-

tions for SMEs detoriated considerably more due to economic risks. But also

increased refinancing costs of the lending banks hit SMEs harder than large

firms. The percentage point difference of banks tightening and banks easing

standards due to refinancing costs increased for SMEs on average by 8 and for

large firms only by 3.7 points.

However, the empirical evidence is not unanimous. Hurst and Lusardi

(2004) look at business starts in the U.S. They do not find a clear cut relation
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between household wealth and entrepreneurial activity. This holds both for

industries with lower and higher capital requirements. Only in the very upper

part of the wealth distribution entrepreneurial activity rises with wealth.

What can we learn from the empirical literature about finance and inno-

vation? In general, heterogeneity in access to financial markets is expected

to carry over to innovation activity. Financing constraints are crucial for the

R&D sector, since revenues for an R&D project usually occur in the future

while costs have to be covered today. Scellato (2007) uses firm level panel

data for the Italian manufacturing sector. He finds that the total number of

patents granted per year to an establishment is significantly negatively influ-

enced by the degree of financial constraints the firm is faced with. However,

he does not report any results on relative measures of innovation. The finding

is in line with the argument of Almeida and Campello (2004) who claim hat

credit constraints are most important for the R&D sector of an economy, be-

cause investments there are likely to be less tangible compared to other sectors

and might not serve as a good collateral for external finance.

2.3 Implications for the Model

From this review we conclude that a trade-off exists between the compara-

tive advantage of SMEs in relative measures of innovation, and a comparative

disadvantage in accessing financial leverage. As a consequence, there might

exist an optimal mix of small, medium and large enterprises as conjectured by

Audretsch and Thurik (2001) and Mata (1996). The next section considers

this optimal mix in a theoretical growth model with credit constraints.

3 A Theoretical Model of Firm Heterogeneity and Growth

We consider a second generation growth model and follow Papageorgiou (2003)

who provides an extension of the Jones (1995) production function for ideas,
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innovations or new blueprints.12 This function allows for both innovation and

imitation or technology adoption. As we study heterogeneous R&D firms, we

believe that both R&D types are potentially important. We do not, however,

simply apply this function literally but in the way laid out below.

Consider a R&D firm born at some date t0. At birth the firm inherits the

state of the art technology Aa = At0 . Yet, while the state of the art grows

over time, the firm’s knowledge parameter Aa remains constant so that the

gap a ≡ Aa/At ∈ [0, 1] between the initial and the leading edge technology

widens. At every instant of time t the firm’s flow output of ideas Ża,t is given

by the function

Ża,t = µLλa,t

(
Aa
At

)φ
Zψ
t , µ > 0, λ ∈ (0, 1), ψ ∈ [0, 1). (1)

In this function La,t is the amount of labor employed and Zt is the aggregate

flow of ideas. We assume decreasing returns to labor in R&D, λ ∈ (0, 1) and a

spillover effect captured by the parameter ψ ∈ [0, 1). The parameter φ captures

a second spillover: it determines whether the distance to the frontier Aa/At

hampers or promotes the firm’s productivity, φ > 0 or φ < 0, respectively.

To simplify notation we drop the time index t in the following where ever no

confusion can arise.

We assume a unit mass of firms. Each firm faces a probability of exiting

the market governed by the Poisson rate13

x = σ1
Ż

Z
, σ1 > 0, (2)

where Ż =
∫ 1

0
ŻadF (a) is the aggregate rate of innovation and F (a) the cumu-

lative distribution of firms indexed by a. This implies that a high aggregate

rate of innovation is associated with a high rate of firm exits. Exit in turn

builds the basis for new entries in our model.
12For a discussion of different types of growth models and ideas production functions as

well as their appropriateness see e.g. Jones (1999, 2005).
13This assumption might be justified as to reflect the empirical positive correlation between

firm exit and entry and aggregate productivity growth, see e.g. Audretsch and Keilbach

(2004) on such empirical evidence.
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As in Aghion and Howitt (1998), Section 3.1 we assume that the rate of

growth of the state of the art level of technology is directly proportional to the

rate of growth of ideas:

Ȧ

A
= σ2

Ż

Z
, σ2 > 0. (3)

We show in Appendix A.1 that (2) and (3) imply the stationary distribution

F (a) =

 aσ for 0 < a ≤ 1, σ = σ1
σ2

0 else.
(4)

and we will assume that at t the actual distribution has already converged to

this function.14

Thus, a firm a is born and enters the market with a = 1. Through aggre-

gate innovations its technology position relative to the frontier worsens over

time and eventually converges toward 0 if the firm does not exit. This way of

modelling has similarity with the modelling strategy in Schumpeterian growth

models in the spirit of Aghion and Howitt (1992), where a firm produces inter-

mediate goods of a certain quality level which is at the quality frontier when

the firm enters and below when the firm grows old and further innovations

push the frontier ahead. This similarity mirrors itself in the distribution of a.

The exit and entry rate of the economy clearly shapes the firm distribution.

With a high σ1 we have relatively more firms close to the frontier and rela-

tively less far behind it which nevertheless can profit from the frontier through

imitating and technology adoption. The expected value of a is given by σ
σ+1

.

Once a firm has discovered a new idea, this idea will produce an income

stream with present value V that depends on the economy outside the R&D

sector. To derive our results we need no model of this part of the economy. This

model must just imply the same, possibly time dependent V for all a ∈ [0, 1].15

14The above distribution is asymptotical, i.e. it is reached asymptotically from any start-

ing distribution for a independent from the remainder of the model as in Aghion and Howitt

(1992).
15Readers familiar with the growth literature can easily imagine the kind of technical

apparatus that will yield V .
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Before introducing credit constraints into our model, we briefly consider the

case of a perfect capital market. In order to pay the wage bill, the R&D firm has

to borrow that part of V attributable to labor. Paying the part determined by

the marginal product of labor to their workers, yields the perfect competition

solution with wage rate w equal to

w = µLλ−1
a aφZψλV.

With an identical wage rate across firms, which we assume due to perfect

competition in the labor market, different distances to the frontier are com-

pensated by a corresponding marginal product of labor determined by the level

of employment, La.

We introduce credit constraints into our model by following the basic idea

of credit monitoring cost as in Townsend (1979) and Gale and Hellwig (1985).

Costly monitoring of borrowers is necessary to induce compliance to credit

rules. As in the case of perfect credit markets above, i.e. zero monitoring

costs, the present value of the idea’s income stream serves as the collateral

for the credit. With costly monitoring it has, however, not only to cover the

employee’s wage bill but also the monitoring cost. As e.g. in Bernanke et al.

(1999) we assume that monitoring cost are directly proportionalto the total

volume of credit. We denote by 1− va the amount of credit that is used up to

cover these cost, implying that the va is effectively available to finance the wage

bill of the employees. With this formulation we take account of the possibility

that credit constraints might depend on the firm’s distance to the frontier, i.e.

we take account of heterogeneity in credit market access.16 With constrained

credit opportunities, the wage rate is given by

w = µLλ−1
a aφZψvaλV. (5)

16This type of heterogeneity might also be interpreted in a different way. To put it in a

somewhat abstract fashion, we introduce here a heterogeneous friction affecting the effective

market value of the firms output. This could also be related to something different than

credit market access and might refer to a general market imperfection.
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The idea of credit constraints affecting the firm’s employment decision via

a first order condition as (5) can also be found in Greenwald and Stiglitz (1987)

who elaborate on the relation between imperfect information on credit markets

and unemployment.

In order to obtain a closed form solution in our model, we have to make

an assumption for the yet unknown function va. We chose a power function of

the form va = νaγ. There are two points that need to be discussed about this

particular function. First, its economic contend and intiution, and second, the

implications of its domain.

We start the discussion with the function’s economic implications. Al-

though the function seems at first sight a strong ad hoc assumption, it cor-

responds well with modelling credit frictions in the literature.This function

implies that aggregate monitoring cost are directly proportional to the credit

volume at any given point in time. Thus, this reflects the idea of proportionate

monitoring cost spread in a heterogeneous manner across firms depending on

their relative position to the frontier. Bernanke et al. (1999) introduced credit

monitoring cost into a DSGE model to analyze the dynamic implication of

the financial accelerator. With homogenous firms they also work with directly

proportional monitoring cost in the aggregate level.

The formalization va = νaγ states that a new born firm at the frontier

with a = 1 has effectively the fraction ν of the value of their ideas available

to pay wages for its R&D workers. If γ < 0(= 0, > 0), the available fraction

increases (stays constant, decreases) with the distance to frontier and hence

firm age. We believe that γ < 0 is a relevant parameter restriction to reflect

e.g. the usual bank behavior. Younger firms usually have more problems when

applying for credit than older established ones and are more constrained.

To see that we arrive in the aggregate at the same monitoring cost structure

as Bernanke et al. (1999), we first calculate the total volume of credit K which

is collateralized by the present value of income streams of new ideas

K =

∫ 1

0

wLadF (a) = λV

∫ 1

0

ŻadF (a).
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Second, the part of K covering total monitoring cost is given by

M =

∫ 1

0

(1− va)wLadF (a) = λV

∫ 1

0

(1− va)ŻadF (a).

The ratio M
K

, thus, equals

M

K
=

∫ 1

0
(1− va)ŻadF (a)∫ 1

0
ŻadF (a)

= 1−
∫ 1

0
vaŻadF (a)∫ 1

0
ŻadF (a)

. (6)

Solving (5) for the firm’s employment La and inserting this in (6) together

with the distribution (4) gives17

M

K
= 1− ν σ(1− λ) + φ+ λγ

σ(1− λ) + φ+ γ
. (7)

We will see below that a meaningful solution of the model requires σ(1 −
λ) + φ + γ) > 0 so that for ν ∈ [0, 1) M/K ∈ (0, 1]. In addition, M/K is

time invariant and monitoring cost are directly proportional to the total credit

volume. This implies that 1 − (M/K) is available in the economy for wage

payments in R&D while the fraction M/K covers monitoring expenses of the

financial sector.18

The second discussion point is concerned with the function’s domain. va

changes for the individual firm as it grows old and a declines. With γ < 0, this

implies that younger firms have to start with a credit fraction 1−ν that is used

to cover monitoring cost. However, later on 1 − νaγ declines and might even

become negative is the firm stays long enough in the market. We interpret this

the following way. As a young firm enters the market, it has to pay excessive

monitoring cost, only at a later stage they can regain these “losses” from the

beginning as 1 − νaγ decreases. Firms are underborrowing in the beginning

and overborrowing later on. However, there is no possibility of overborrowing

at the aggregate level. As demonstrated in the paragraph above, M
K
∈ (0, 1]

17See Appendix A.2.
18In this formulation of the model, a firm that applies for a credit faces credit conditions

where monitoring cost are added to the applied credit volume to yield the total amount of

debt. This is a quite common practice in the banking sector.
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for γ < 0 and at every instance in time overborrowing by older firms with

a low a is compensated by underborrowing of young firms with high a. The

distribution of monitoring cost across all firms is assumed to be reflected by

the chosen function for va.

Given these results it is now easy to determine the aggregate rate of growth

for the measure of ideas Z. Using the definition Ż =
∫ 1

0
ŻadF (a), the distri-

bution (4) together with the first order condition (5) and va = νaγ yields19

g ≡ Ż

Z
= µLλZψ−1

(
σ(1− λ)

σ(1− λ) + φ+ γ

)−λ(
σ(1− λ)

σ(1− λ) + φ+ λγ

)
, (8)

where L is aggregate amount of labor used in the R&D sector, i.e. L =∫ 1

0
LadF (a). Firm heterogeneity is captured by the two constant terms in

parentheses. Equation (8) holds along the transition path, when the supply of

R&D workers is changing over time.20 It is interesting to note that the reduced

form (8) is directly comparable to the production function for ideas in Jones

(1995) and the model could be seen as a more detailed micro structure for the

macro approach in his paper.

Obviously, for our model to be meaningful, the parameters must satisfy

σ(1− λ) + φ + γ > 0 so that the growth rate is positive. Given this, we can

easily evaluate the growth rate with respect to several key parameters.

It is easy to verify that g has a maximum for φ < 0 at21

σ∗ = −(γ + φ)(φ+ λγ)

(1− λ)φ
. (9)

Remember that φ < 0 captures the assumption that being at the frontier

is not sufficient to be the most productive firm in producing new ideas or

blueprints, since firms that are further away from the frontier benefit from im-

itating or adopting. The non-degenerate distribution of firms associated with

σ∗ reflects different mixtures of advantages and disadvantages. 1) Older firms

19See Appendix A.3.
20We will consider the long run growth rate below.
21See Appendix A.4
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are valuable both due to their adoption capabilities and their easy access to fi-

nancial markets, but suffer from decreasing returns to labor. 2) By employing

only few researchers, younger firms profit from high labor productivity and

are, thus, able to compensate their financial disadvantage and their limited

adoption potential.

The main result of an interior solution for σ stays intact even without

credit frictions, i.e. γ = 0. In this case, σ∗ is smaller and it is optimal to have

fewer frontier and more older adopting R&D firms, since through loosening of

credit constraints frontier firms tend to employ more researches and thereby

decrease their productivity advantage vis-a-vis older firm. Furthermore, there

is a dynamic reasoning for firms close to the frontier. Firms at the frontier

today are the firms with an advantage in imitation or adoption tomorrow. This

argument is inherent in the way firm heterogeneity emerges in the model.

If, however, frontier firms are, ceteris paribus, more productive than tech-

nology adopting firms, φ > 0, there is no interior solution to the maximization

problem.22 Instead, the growth rate of ideas increases with σ. The optimal firm

distribution, thus, is degenerate and all firms are located at the frontier with

a = 1. The advantage of being at the frontier overcomes all other forces that

work in the opposite direction, i.e., diminishing returns to labor and tighter

credit constraints.

To gain further insights into the properties of our model consider the behav-

ior of the innovation intensity, i.e., the flow of ideas per unit of labor. Dividing

the production function for ideas on both sides by La and using (A.4) from

Appendix A.3 to substitute for La yields

Ża
La

= µa−γ
(∫ 1

0

a
φ+γ
1−λ dF (a)

)1−λ

Lλ−1Zψ. (10)

Without credit frictions, γ = 0, all firms choose the same innovation inten-

sity. If credit frictions are more severe for young firms close to the technology

frontier, γ < 0, these firm compensate their disadvantage by employing few

22See Appendix A.4.
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researches in order to gain from the ensuing high marginal productivity. As

firms grow old, their innovation intensity decreases. This result is independent

of the sign of φ. Although credit constraints are not necessary in the model to

obtain an interior solution for σ∗, they are important to explain the empirical

findings of heterogeneous innovation intensities.

Multiplying (10) on both sides by La using (A.4) from Appendix A.3 implies

the reduced form of the production function for ideas:

Ża = µa
φ+λγ
1−λ

(∫ 1

0

a
φ+γ
1−λ dF (a)

)−λ
LλZψ.

Thus, the firm-age profile of the flow of ideas depends on the sign of φ + λγ.

If both γ < 0 and φ < 0, the flow of ideas increases with firm age, and, thus,

displays a firm-age profile opposite to the profile of innovation intensity. If

frontier firms are more productive than older ones, φ > 0, and credit frictions

are less severe, |λγ| < φ this age profile still holds.

Finally, consider the size distribution of firms. In Appendix A.3 we derive

the relation between the aggregate amount of R&D labor input L and labor

services employed by a specific firm a:

La =
a
φ+γ
1−λ∫ 1

0
a
φ+γ
1−λ dF (a)

L. (11)

If the parameters guarantee an interior solution for σ∗ in equation (8), i.e,

φ < 0, young firms at the frontier employ less workers than older firms. This

may even hold in the case of φ > 0, if credit frictions are sufficiently severe so

that φ+ γ < 0.

Table 1 summarizes our findings on innovation, innovation intensity and

firm size regarding employment. Columns (1) to (3) assume the case γ < 0

while columns (4) and (5) deal with homogenous credit constraints, i.e. γ = 0.

We find the case in column (1) the most appropriate one with respect to the

empirical findings reported in Section 2. Here we observe young frontier firms

that suffer from credit constraints. Their total employment is low but their

innovation intensity is high compared to older and larger firms behind the
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frontier. Case (2) shares these properties, however, in this economy there is

no role for older technology adopting firms. It would be beneficial to place

all firms at the frontier since (9) is only a valid maximum for φ < 0. This

is also true for the case considered in column (3). Yet, here the case for

frontier firms is even stronger. All of the key variables increase as we move

towards the frontier. Finally, columns (4) and (5) consider homogenous credit

constraints.23 As compared to column (1) frictionless credit markets do not

change the firm-age profile of the flow of ideas and of employment. Innovation

intensity, however, would be homogenous and would, thus, not correspond to

what we observe in reality.

Table 1:
Summary of findings

Variable (1) (2) (3) (4) (5)
φ < 0 φ > 0, φ > 0, φ < 0, φ > 0,

φ+ γ < 0 φ+ γ < 0 φ+ γ > 0 γ = 0 γ = 0

Ża/La + + + 0 0

Ża - - + - +
La - - + - +

Note: Summary of the theoretical findings. + (-,0) indicates whether the corresponding
variable increases (decreases, stays unchanged) as we move closer to the frontier.

From the growth rate (8) we can also infer the level of ideas Z∗ on the

balanced growth path (BGP). We associate the BGP with constant growth

rates of labor and ideas. Differentiating g in equation (8) with respect to time

yields:

ġ

g
= λ

L̇

L
+ (ψ − 1)g.

Thus, for g to be constant, the growth rate of ideas and rate of growth of the

labor force n ≡ L̇/L must satisfy

g =
λ

1− ψ
n. (12)

23The same results apply for an economy without any credit constraints.
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Using this result in (8) gives the steady state level of ideas Z∗:

Z∗ =

(
λ

1− ψ
n

µ

)− 1
1−ψ

L
λ

1−ψ

(
σ(1− λ)

σ(1− λ) + φ+ γ

)− λ
1−ψ

×
(

σ(1− λ)

σ(1− λ) + φ+ λγ

) 1
1−ψ

. (13)

Comparing (13) with (8) demonstrates that heterogeneity plays qualitatively

the same role for the level and for the growth rate of ideas. Of course, this

is an implication of all second generation growth models, where the level of

technology simply reflects the properties of the past growth rates. In so far,

our arguments from the preceding paragraphs apply for the long-run, too: The

optimal degree of firm heterogeneity is either obtained at σ∗ given by equation

(9) or at a = 1 for all firms.

Note that (12) exactly replicates the BGP result in Jones (1995) and con-

firms our remark from above that heterogeneity affects growth only on the

transition path. In the very long run, however, the dependence on heterogene-

ity in transition manifests itself in the long run level of ideas Z∗.24

4 Discussion and Policy Implications

We first discuss the model’s results and then turn to their implications for

economic policy.

4.1 Discussion of Theoretical Results

Our model demonstrates that there is an optimal firm size distribution when-

ever larger and older R&D firms have an advantage through adoption of tech-

nology, i.e. φ < 0 in the presence of credit constraints that do not favor smaller

firms. If there is no comparative advantage through adoption, the optimal firm

distribution would degenerate with only new born firms at the frontier. Op-

timality is defined as maximizing the growth rate of ideas off the balanced

24This parallels the conclusion in Jones (1995) that growth is only endogenous on the

transition path and only the level of ideas is endogenous in the very long run.
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growth path (BGP) and the level of ideas on the BGP. The model could there-

fore serve as a rational for the conjectures in Mata (1996) and Audretsch and

Thurik (2001).

In their empirical analysis, Audretsch and Thurik (2001) already followed

these ideas partly. However, they concentrated on growth rates alone not

taking account of level BGP effects. In the light of the theoretical results

above, we must note that focusing on growth rates is not sufficient. As our

model predicts, growth rates are only affected by the distribution of firm size

off the BGP. This is especially important, if long time series are considered. In

this case we would expect the economy to fluctuate around the BGP and effects

on the growth rate might be (partly) hidden away so that estimates could be

biased. This bias is likely to indicate the unimportance of firm heterogeneity.

Another point worth mentioning in the light of our results is their relevance

in the political debate. We saw that there is an optimal distribution of firms

in the sense of an optimal σ∗. This value depends on a number of model

parameters as is clear from the result in (9). The partial derivatives of σ∗

are25

∂σ∗

∂γ
< 0, ∂σ∗

∂φ
< 0, ∂σ∗

∂λ
> 0.

If γ increases, i.e. differences in heterogeneous credit constraints decline since

γ < 0, the optimal σ∗ declines. This has its reason in credit constraints

restricting employment strongest in frontier firms. If constraints are loosened,

a firm close to the frontier finds it optimal to employ more workers. Given the

exogenous supply of labor, fewer firms close to the frontier can be sustained

in the optimum and σ∗ declines. If φ increases, i.e. if technology adoption far

from the frontier becomes less important but innovating at the frontier is more

productive, the same logic applies. Firms at the frontier employ more workers

and hence relatively less of them can stay in the market in optimum. If λ

increases, i.e. the elasticity of the flow of new idea with respect to R&D labor

rises, the concavity of the production function with respect to labor declines.

25See Appendix A.6.
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This concavity shapes the comparative advantage of small firms close to the

frontier as the steepness of the ideas production function determines the high

marginal productivity of their fewer workers. A rise in λ takes away part of

this advantage leading them to employ even fewer workers and gives room for

more firms close to the frontier in the optimum.

Also the growth rate g as well as the BGP level of ideas Z∗ depend on the

model’s parameters. It is straightforward to calculate their partial derivatives26

∂g
∂γ
> 0, ∂Z∗

∂γ
> 0,

∂g
∂φ

T 0, ∂Z∗

∂φ
T 0,

Increasing γ is beneficial for growth and the BGP level of ideas (γ < 0).

Removing heterogeneity in credit constraints, and with this the comparative

disadvantage of smaller firms close to the frontier with high innovation inten-

sity, increases the overall rate of growth in ideas.

Changing φ, i.e. the parameter which shapes the capability of firms far from

the frontier to adopt technology, can influence growth and the BGP level of

ideas in a positive or negative manner. The inequality signs above correspond

to the cases where σ S − (1+λ)γ+φ
1−λ > 0. Increasing the capability of adoption,

i.e. decreasing φ, is beneficial if there are relatively more firms which make

use of this change, i.e. if σ is small. If, however, there are fewer of them, i.e.

σ is high, increasing adoption capability is not beneficial.

There are important cross relations between σ∗ and Ż
Z

and Z∗. As just

explained, a rise in γ increases Ż
Z

and Z∗ but reduces σ∗. Consider a situation

where an economy has a firm distribution deviating from the optimal, e.g.

σ > σ∗ with more firms closer to the frontier than optimal. Loosening of

credit constraints is well increasing the growth rate of new ideas but moves the

economy even further away from the optimal firm heterogeneity, ∂σ
∗

∂γ
< 0. Such

a policy well increases actual growth but at the same time it also increases the

potential gain for growth through moving σ closer to σ∗.27 Therefore, although

26See Appendix A.7.
27The new maximum value of Ż

Z and Z∗ with the higher γ must be larger than with a
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growth increases, the inefficiency of the economy due to its firm heterogeneity

increases as well. One policy might increase the effect of yet another policy, in

this case related to the parameter σ.

4.2 Policy Implications

From these results we can draw important policy conclusions. The first conclu-

sion, which is an immediate result of the existence of an optimal distribution,

is that there can be too much of SME supporting policies. Before deciding on

general policies directed to SMEs, it should be clear that the corresponding

SME sector is too small compared to (9). Although this conclusion is rather

simplistic, it is hard to come by empirical evidence on this simple question.

Drawing again on the SME database of Ayyagari et al. (2007) shows that the

share of SMEs in total employment ranges from a low 56% in the U.K. to a

high of 87% in Greece.28 It seems not straightforward to conclude that e.g. a

harmonized EU policy directed to SMEs is a good choice.

To proceed further, we take a look at our theory guided results from above.

We discussed the role of the parameters γ, φ, λ. These parameters can clearly

be addressed by policy. γ is reflecting the heterogeneity of credit constraints.

A form of regulation that can be associated with this parameter is certainly

the Basel accords. While their primary aim is to help regulators to improve

stability of the financial system (see e.g. BIS 2009), their implications carry

over to shape the growth potential of an economy. There is likely to arise

a trade-off between innovation and stability. This trade-off is, however, not

visible from our model since elements of e.g. uncertainty are totally absent.

φ determines the innovation capabilities depending on the distance from

frontier. Strong patent regulations might increase φ and firms at the frontier

gain in advantage while older firms might have problems in adopting technology

lower γ since Ż
Z and Z∗ always increase with γ.

28These numbers include all firms and not just the R&D sector. Still, heterogeneity across

countries in the size of the SME sector becomes obvious.
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due to patent protection. Structural and employment policies can change σ

and λ. Firm turnover is shaped by regulations that determine market entry

possibilities and employment protection laws can influence the productivity of

workers. Thus, the model can serve as a basis for a qualitative assessment of

various policies.

To motivate such an assessment it is sufficient to look at EU policies in the

past. The EU policies directed to SMEs are multidimensional. A recent review

of them can be found in Dannreuther (2007). The EU tries to promote small

businesses since the European Year of the SME 1982 (EYSME). In 1986 the

SME Action Program was launched which addressed market failures and tried

to improve the business environment. The second phase of SME policy began

in the 1990s and was characterized by more sophisticated efforts towards SMEs.

The final phase of SME policy started in 2000 with the Lisbon process. It aims

at a stronger coordination of the member countries SME policies. Through the

Lisbon process targets were defined which work as benchmarks for evaluating

the policy measures. As Dannreuther (2007) points out, the SME policy of

the EU became a very important element of the EU economic policy. This is

also reflected in the Small Business Act of 2008 and the increased role of the

European Investment Bank in financing small businesses (see EC 2010). Also

the responses to the financial crises include specific policies designed for the

SME sector. The increasing finance problems for SMEs have been recognized

at the OECD Turin Round Table Meeting (see OECD 2009). In Germany the

public KfW bank set up special credit programs in collaboration with private

banks for SMEs where the KfW takes over a considerable fraction of the credit

risks. On the European level, the European Investment Bank set up a credit

program directed to SMEs with a volume of 30 b e over the period 2008 to

2010.

We conclude that after almost 30 years after the introduction of the first

programs at the European level, promoting SMEs is still an important topic.

This seems to imply that after 30 years the goals have not been reached yet
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and there is still need for further policy interventions. It might also be possi-

ble that the goals are not reachable through some of the policies considered.

Based on our results, there seems to be need for a careful evaluation of the

programs. Their effects on growth and productivity might be different in differ-

ent economies, depending on the importance of the SME sector in the different

countries. Thus, identical policies might have a different impact in every coun-

try with also possibly different signs. The issue might get even more complex

if sector heterogeneity of an economy is considered. Different sectors of an

economy might be characterized by different firm size distributions. This in

turn demands policies that are tailored to these different sectors. Policies that

do not differentiate with respect to that might lead to very different outcomes

across countries as well as across sectors.

5 Conclusion

Empirical evidence suggests that there might be a trade-off between SMEs

and large enterprises defined by heterogeneity in R&D productivity and credit

constraints. Building on this argument, our theoretical model suggests an

optimal firm heterogeneity with respect to growth and the long run level of

ideas.

Analyzing the results of this model reveals that it might be a good idea to

evaluate the existing policies regarding their appropriateness for the economy

to foster growth. The size and the sign of effects might depend on settings that

are different across countries and even sectors. Caution might be necessary

because the same policies might lead to different results. This is especially

important considering harmonized EU wide policies.
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Ayyagari, M., A. Demirgüc-Kunt and T. Beck (2007): Small and Medium

Enterprises across the Globe. Small Business Economics, 29, 415-434..

Baldwin, R. E. and F. Robert-Nicoud (2008): Trade and growth with hetero-

geneous firms. Journal of International Economics, 74, 21-34.
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Appendix

A.1 Derivation of Equation (4)

Let Ża denote the flow of ideas produced by a firm with relative productivity

a ≡ Aa/A:

Ża = µLλa

(
Aa
A

)φ
Zψ. (A.1)

The parameters µ, λ, and ψ satisfy

0 < µ, λ, ψ,

1 > λ, ψ. (A.2)

The parameter φ determines the role played by the distance between the firm’s

initial productivity parameter Aa and the current leading edge technology level

A. A firm born at some t = t0 is equipped with the current state of the

art technology, Aa = A(t0), and keeps this level until it exits the market.

Therefore, the sign of parameter φ determines whether the distance to the

frontier hampers the firm’s productivity (φ > 0) or promotes it (φ < 0). The

latter case indicates an economy in which a growing distance to the frontier

increases the potential for imitating, whereas in the former case innovation is

the driving force of growth. The parameter ψ reflects a technological spill over

effect from the aggregate level of ideas Z currently available.

Let F (a) denote the distribution of a ∈ [0, 1], so that

Ż =

∫ 1

0

ŻadF (a)

represents the relation between the production of ideas at the level of the

individual firm a and the aggregate flow of ideas.

Let g ≡ Ż/Z denote the growth rate of ideas. We assume a given mass of

firms of size one. At each instant of time a fraction of σ1g this firms exits and

new firms enter so that the mass of firms stays constant. Let G(Aa, t) denote

the mass of firms i with Ai ≤ Aa. Consider a firm entering at t = t0 so that
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the mass of firms behind this firm equals one, G(Aa, t0) = 1. As new firms

enter with rate σ1g, the mass of firms behind Aa = A diminishes at the rate

Ġ(Aa, t)

G(Aa, t)
= −σ1g.

The solution of this differential equation is

G(Aa, t) = G(Aa, t0)e
−σ1

∫ t
t0
g(s)ds

= e
−σ1

∫ t
t0
g(s)ds

.

As in Aghion and Howitt (1998), p. 88, we assume that the growth rate of the

leading edge technology A is proportional to the growth rate of the economy

g:

Ȧ = σ2gA.

The solution of this differential equation is

A(t) = A(t0)e
σ2
∫ t
t0
g(s)ds

so that with Aa = A(t0):

Aa
A

= e
−σ2

∫ t
t0
g(s)ds

= (G(Aa, t))
σ2/σ1 ,

and, hence,

F (a) ≡ G(Aa = aA, t) =

(
Aa
A

)σ
= aσ, σ ≡ σ1/σ2

as the mass of firms with relative productivity smaller than some given a.

A.2 Derivation of Equation (7)

Using va = νaγ, equation (5) can be written as:

w = µλV νaγ+φZψLλ−1
a .

Solving for La gives:

La =

(
w

µνλV Zψ

) 1
λ−1

a
γ+φ
1−λ . (A.3)
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Substituting for Lλa in (A.1) yields

Ża = ∆aδ, ∆ =

(
w

µνλV Zψ

) λ
λ−1

, δ =
φ+ λγ

1− λ
.

Using this result and the density f(a) = σaσ−1 in equation (6) gives:

M

K
= 1−

∆
∫ 1

0
νaγσaσ−1aδda

∆
∫ 1

0
σaσ−1aδda

= 1− ν σ(1− λ) + φ+ λγ

σ(1− λ) + φ+ γ

which equals (7) in the main body of the paper.

A.3 Derivation of Equation (8)

Integration of equation (A.3) yields

L ≡
∫ 1

0

Laf(a)da =

∫ 1

0

Laσa
σ−1da,

=

(
w

µνλV Zψ

) 1
λ−1

σ

∫ 1

0

aσ−1+φ+γ
1−λ da,

=

(
w

µνλV Zψ

) 1
λ−1 σ(1− λ)

σ(1− λ) + φ+ γ
.

For given aggregate labor supply L, this equation determines the market clear-

ing wage w. Together with (A.3) this equation implies:

La = a
φ+γ
1−λ

[
σ(1− λ) + φ+ γ

σ(1− λ)

]
︸ ︷︷ ︸[∫ 1

0 a
φ+γ
1−λ dF (a)

]−1

L. (A.4)

Using this to eliminate La in (A.1) yields:

Ża = µ

[
σ(1− λ) + φ+ γ

σ(1− λ)

]λ
Lλa

λ[φ+γ]
1−λ aφZψ

so that

Ż =

∫ 1

0

Żaf(a)da = µ

[
σ(1− λ) + φ+ γ

σ(1− λ)

]λ
LλZψ

×
∫ 1

0

a
λ[φ+γ
1−λ aφσaσ−1da ,

Ż = µ

[
σ(1− λ)

σ(1− λ) + φ+ γ

]−λ
LλZψ σ(1− λ)

σ(1− λ) + φ+ λγ
.

Dividing both sides by Z provides equation (8) in the main body of the paper.
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A.4 Derivation of Equation (9)

Let

Ψ(σ) ≡ =
Ż

Z
= µLλZψ−1

(
σ(1− λ)

σ(1− λ) + φ+ γ

)−λ
×
(

σ(1− λ)

σ(1− λ) + φ+ γλ

)
,

Differentiating with respect to σ yields:

Ψ′(σ) = −λΨ
σ(1− λ) + φ+ γ

σ(1− λ)

×(σ(1− λ) + φ+ γ)(1− λ)− σ(1− λ)2

(σ(1− λ) + φ+ γ)2

+ψ
σ(1− λ) + φ+ λγ

σ(1− λ)

×(σ(1− λ) + φ+ λγ)(1− λ)− σ(1− λ)2

(σ(1− λ) + φ+ λγ)2
,

which can be simplified to

Ψ′(σ) =
Ψ

σ

[
φ+ λγ

σ(1− λ) + φ+ λγ
− λ(φ+ γ)

σ(1− λ) + φ+ λγ

]
︸ ︷︷ ︸

∆

. (A.5)

Setting the expression in brackets equal to zero gives (9). At σ∗ the expression

σ(1− λ) + φ+ γ is given by

σ∗(1− λ) + φ+ γ = −(φ+ γ)
λγ

φ
. (A.6)

In order to determine whether the zero of Ψ is indeed a maximum, we must

consider the second derivative. Differentiating (A.5) gives:

Ψ′′(σ) =
Ψ′(σ)

σ
∆− Ψ(σ)

σ2
∆

+
Ψ(σ)

σ

[
− (1− λ)[φ+ λγ]

[σ(1− λ) + φ+ λγ]2

+
λ(1− λ)[φ+ γ]

[σ(1− λ) + φ+ γ]2

]
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Since ∆ = 0 at σ = σ∗, and

φ+ λγ

σ(1− λ) + φ+ λγ
=

λ[φ+ γ]

σ(1− λ) + φ+ γ
,

we get

Ψ′′(σ∗) = −γΨ

σ

(1− λ)2

[σ(1− λ) + φ+ λγ]2
× φ+ λγ

σ(1− λ) + φ+ γ
. (A.7)

With respect to the sign of Ψ′′(σ∗), we must distinguish three cases:29

1. φ < 0, which corresponds to column one in Table 1:

Thus, φ + γ < 0, φ + λγ < 0, and equation (9) yields σ∗ > 0. Since

Ψ′′(σ∗) < 0 from (A.7), σ∗ indeed maximizes the growth rate.

2. φ > 0, which corresponds to column two in Table 1:

In this case we have to differentiate between two subcases:

2.1. φ+ γ < 0 and φ+ λγ > 0:

Equation (9) implies σ∗ > 0 while (A.7) yields Ψ′′(σ∗) > 0 so that σ∗

minimizes the growth rate. However, for our model to be meaningful

σ(1− λ) + φ+ γ needs to be positive. Yet, as can be seen from (A.6),

at σ∗ this expression is always negative. For σ > σ∗ and in the range

where σ(1− λ) + φ+ γ > 0 the growth rate is increasing with σ.

2.2. φ+ γ < 0 and φ+ λγ < 0:

Equation (9) implies σ∗ < 0. This case obviously contradicts our

assumption σ > 0. However, for all positive σ in the rage where

σ(1− λ) + φ+ γ > 0 holds, Ψ′(σ) > 0.

A.5 The Balanced Growth Path

Consider the growth equation (8):

g ≡ Ż

Z
= µLλZψ−1

(
σ(1− λ)

σ(1− λ) + φ+ γ

)−λ
×
(

σ(1− λ)

σ(1− λ) + φ+ γλ

)
.

29Remember that we assume γ < 0.
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Differentiating this equation with respect to time yields:

ġ

g
= λ

L̇

L
+ (ψ − 1)g.

Setting this equation equal to zero and solving for n = L̇/L yields

g∗ ≡ Ż∗

Z∗
=

λ

1− ψ
n,

which is equation (12) in the main body of the paper. Substitution for Ż/Z

in equation (8) and solving for Z∗ yields equation (12).

A.6 Comparative Statics of the Distribution Parameter

∂σ∗

∂γ
= −2λγ + (1 + λ)φ

φ(1− λ)
< 0,

∂σ∗

∂φ
= −(1− λ)

φ(λγ + φ+ γ + φ)− (γ + φ)(λγ + φ)

φ2(1− λ)2

= σ∗
(

1

γ + φ
+

1

λγ + φ
+

1

φ

)
< 0

∂σ∗

∂λ
= −φ(1− λ)γ(γ + φ) + (γ + φ)(λγ + φ)φ

φ2
1(1− λ)2

= σ∗
(

γ

λγ + φ
+

1

1− λ

)
> 0.

A.7 Comparative Statics of the Growth Rate and level of Ideas

∂ Ż
Z

∂γ
= λ

Ż

Z

(
1

σ(1− λ) + φ+ γ
− 1

σ(1− λ) + φ+ λγ

)
,

∂ Ż
Z

∂φ
= λ

Ż

Z

1

σ(1− λ) + φ+ γ
− Ż

Z

1

σ(1− λ) + φ+ λγ

= − (1− λ)[σ(1− λ) + φ+ (1 + λ)γ]

[σ(1− λ) + φ+ γ][σ(1− λ) + φ+ λγ]
,

∂Z∗

∂γ
=

1

1− ψ
∂ Ż
Z

∂γ
,

∂Z∗

∂φ
=

1

1− ψ
∂ Ż
Z

∂φ
.
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