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Despite extensive research into the urban-rural wage gap, the urban-rural education gap has received far less attention. This paper investigates in the context of the Netherlands whether children growing up in urban and rural communities make different educational choices, conditional on observed cognitive ability and a wide range of family characteristics.

The paper finds an elasticity of university attendance w.r.t. population density of 0.07, which is robust across a variety of specifications. Furthermore, the results cannot be explained by sorting on unobserved variables under the assumptions of Oster (2017).
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Abstract:
Despite the existence of a large urban-rural education gap in many countries, little attention has been paid whether cities enjoy a comparative advantage in the production of human capital. Using Dutch administrative data, this paper finds that conditional on family characteristics and cognitive ability, children who grow up in urban regions consistently attain higher levels of human capital compared to children in rural regions. The elasticity of university attendance w.r.t. population density is 0.07, which is robust across a wide variety of specifications. Hence, the paper highlights an alternative channel to explain the rise of the city.
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I Introduction

The resurgence of the city has received widespread attention from both academics and policy makers in the recent decades. Explanations typically highlight the success of cities at attracting well educated and skilled individuals from elsewhere, both by offering higher wages (see Combes et al., 2008) and superior consumption amenities (see Glaeser et al., 2001). Furthermore, cities are seen to have a comparative advantage in utilizing human capital in the production of goods and services, due to the sharing, matching and learning mechanisms described in Duranton and Puga (2004) and Rosenthal and Strange (2004).

However, the literature to date has taken a relatively static view of the relationship between cities and human capital. Most of the focus has been on the way in which cities attract and efficiently employ existing stocks of human capital. On the other hand, very little attention has been paid to whether cities also have a comparative advantage in creating human capital. This is surprising, as there are good reasons why agglomeration economies may also operate in the production of human capital in the education sector. Hence, this paper investigates whether growing up in an urban environment affects human capital investment decisions of children and young adults.

Despite the existence of a substantial urban-rural education gap in the majority of countries, it remains unclear to what extend this reflects a comparative advantage of cities in educating their population and to what extend it reflects the spatial sorting of households. To answer this question, I make use of the particular institutional setting in one country, The Netherlands. The Dutch educational system requires students to make conscious decisions about their level of human capital investment at various ages. At the end of both primary school and secondary school, students select into fairly rigorous schooling tracks which are clearly distinct in the level of human capital accumulation which they provide. Crucially, all students participate in high-stakes nationwide tests of academic ability at the end of primary school and secondary school. These test-scores are highly predictive of future academic outcomes, available for the entire population and thus provide a high-quality measures of the students’ cognitive and academic ability at the same moment as when students make key educational decisions.

The empirical strategy leverages the large number of observed household and individual level characteristics, as well as the measures of cognitive ability, to control for heterogeneity between

---

2 See Appendix A for the urban-rural education gap for a wide variety of countries based on the Demographic and Health Survey (DHS) and available census data from IPUMS international.
children who grow up in cities and rural areas. Given very flexible controls for household characteristics and the observed measures of cognitive ability, do we see that children who grow up in rural communities make structurally different choices with regards to their educational investment compared to children who grow up in urban communities? In particular the availability of pre-determined measures of cognitive ability diminishes the concern that differences in academic potential drives differences in educational choices between urban and rural regions. The analyses reveal substantial differences in the human capital decisions between children who grow up in urban areas and rural areas. Conditional on family background and cognitive ability, a one log-point increase in population density is associated with a 1.68 percentage point increase in the likelihood that a child enrolls in an academic secondary school (VWO in Dutch), from a base of 23%. Similarly, amongst the group of high school students who obtained all prerequisites to enroll in the majority of university studies, a one log-point increase in population density is associated with a 0.8 percentage point increase in the likelihood that a child attends university, from a base of 84%. Thus, children who grow up in more urban environments are significantly more likely to select into the schooling tracks that provide higher levels of human capital accumulation. Taken together, the results imply that, conditional on family characteristics and observed academic ability, a one log-point increase in population density is associated with a 1.4 percentage point increase in the probability that a child will attend university from a base of 20%, which implies an elasticity of university attendance with respect to population density of 0.07. Similar to Combes et al. (2008) in the case of the urban wage premium, I find an elasticity about twice as large when individual- and family characteristics are not controlled for due to the spatial sorting of households. To assess whether differences in unobserved characteristics between urban and rural students might be responsible for differences in human capital investment decisions, I employ the methodology of Oster (2017), using the selection on observed variables as a guide for the selection on unobserved variables. Under the assumptions of Altonji et al. (2005) and Oster (2017), that selection on

3 A different empirical approach that could be applied is the methodology of Chetty and Hendren (2018), who identify the effect of US counties on educational outcomes by exploiting differences in the age of children when households move to generate differential exposure effects to counties. However, their identifying assumption, namely that the age of children at the time of the move is uncorrelated with their potential outcomes, does not hold in the Dutch context (see appendix D). Both the number of movers and the observed academic ability measured at the age of 11/12 negatively correlates with age of move for children older than 11/12, which indicates that this identifying assumption does not hold in the Dutch setting.

4 Which equals 1.15 standard deviations.
unobserved characteristics is weakly less than selection on observed characteristics, omitted variable bias cannot account for the results obtained in this paper. In addition, the coefficients are similar across subgroups and cohorts and are not driven by functional form assumptions. Finally, the results change very little when municipality or provincial fixed effects are included or when using the historical densities of 1840 as instrument for modern densities to account for the potential endogeneity of urban settlements.

The findings of this paper contribute to three strands of literature. First, the paper contributes to the urban economics literature by suggesting an alternative channel to explain the resurgence of the city. The findings indicate that cities may not only have a comparative advantage in attracting and utilizing existing stocks of human capital as noted in existing literature, but may also play a key role in the creation of human capital. The findings that human capital accumulation is higher amongst children in cities also nicely complements the recent work by De la Roca and Puga (2017), who find that workers in cities acquire human capital at a faster rate compared to workers in rural areas. Hence, the paper provides an alternative channel to explain the recent rise of the city, distinct from the traditional “production city” and “consumer city” explanations. In addition, the findings suggest that studies that examine the costs of policies that limit access to cities, such as greenbelts in the UK, zoning laws in the US or Hukou system in China, may underestimate the costs of such policies, as they typically focus on the costs of denying workers access to productive places (see for instance Hsieh and Moretti (2019)).

Second, the results have implications for regional growth and the persistence of regional differences. As widely documented in the literature, the existing stocks of human capital in rural regions are typically much lower compared to urban regions. The findings of this study suggest that rural regions are in addition at a disadvantage when it comes to the expansion of their human capital stock, as children in rural areas invest less in their human capital formation, even when they have the same cognitive ability and family background as children in urban areas (which typically is not the case). This is particularly important due to the fact that human capital is the most important predictor of future economic growth in regions (Gennaioli et al, 2012), thus providing a mechanism that might explain the slow observed convergence in incomes between regions (Gennaioli et al, 2014).

Finally, the paper contributes to a rapidly growing literature on the spatial (in)-equality of opportunity, following Chetty et al. (2014a; 2018) in the US,, Alesina et al. (2019) in Africa and
Deutscher (2020) in Australia. This literature has clearly shown that the places in which children grow up matter for opportunities in life. In this paper I focus on one specific aspect of places, namely population density, and examine the relationship with educational attainment. The results indicate that children who grow up in rural communities do not appear to enjoy or take the same educational opportunities as children in urban communities, even in a country such as The Netherlands where the distance between urban centers and rural places is fairly limited from an international perspective. The findings of this paper thus suggest that the urban-rural differences in educational outcomes found across globe may not just be a result of spatial sorting of households, but may also reflect a lack of opportunities or awareness of opportunities for children residing in rural regions.

Finally, a limitation of this study is that it cannot attribute the effect of density on educational attainment to individual mechanisms. Based on the existing literature, there are three main channels through which density is likely to affect educational outcomes. First, the returns to education are higher in cities as agglomeration forces mainly complement the productivity of high-skilled workers (Baum-Snow et al., 2019; Autor, 2019), which raises the incentive to invest in human capital in urban areas. Secondly, the costs of obtaining education are lower in cities, both due to the smaller distance to educational institutes (Frenette, 2006), as well as the possibility that the more diverse school choice in cities improves the match between students their needs and interests and the educational institutes. Third, it might be costlier for youth to acquire information about future educational possibilities in rural areas, due to the absence of university outreach programs as well as the absence of strong network linkages to higher educational institutes in rural communities (Hoxby and Avery, 2012). However, a detailed causal investigation of individual mechanisms in the fashion of De la Roca and Puga (2017) and Dauth et al. (2018) in the case of the urban wage premium is beyond the scope of this paper.

The paper proceeds as following. Section 2 reviews the existing theoretical and empirical literature which links density to educational outcomes. Section 3 provides an overview of the Dutch context and data. Section 4 discusses the methodology and identification strategy. Section 5 presents the results and robustness analyses. Section 6 discusses the implications and concludes.
II Related literature

Based on the existing literature, there are good reasons why we might expect children with similar capabilities to make different educational choices depending on whether they live in an urban or rural community. This section will discuss the theoretical and empirical support for three of these mechanisms, as well as review the empirical literature linking density and educational attainment.

II.I Higher returns to education

A key determinant of educational choice in any model of educational investment are the expected returns to schooling. Models of educational investment, such as the seminal Ben-Porath model, typically assume that students invest in education until the point where the discounted increase in future wages is equal to the opportunity costs and direct costs of obtaining education, providing a tight link between perceived returns to education and human capital investments. Since agglomeration forces raise productivity mainly for the highly educated and skilled, while having a relatively small effect on productivity of the low skilled, the returns to education are on average higher in cities (Gould, 2007; Combes and Gobillon, 2015, Baum-Snow et al., 2018). This difference has become more pronounced over the last 20 years, during which the urban wage premium for non-college educated workers essentially disappeared in the US (Autor, 2019). Hence, in the absence of perfect mobility one would expect the higher returns to education in cities, ceteris paribus, to lead to higher educational investment by children growing up in urban places.

A key question though is whether children and young adults correctly infer the returns to education from their environment and if they respond accordingly. The way in which people form beliefs with regards to the returns to education is still largely unknown, but the experiment by Jensen (2010) suggests that these beliefs are not necessarily deeply held, and that beliefs are updated when new information is presented. Similarly, Jensen (2012) and Oster and Steinberg (2013) use respectively openings of call centers in India as shock to the local returns to education and find increased school enrollment. Adukai et al. (2020) find that educational attainment increases when villages in rural India are connected by roads to cities, and that this increase in educational investment increases with the returns to education in the newly connected cities.
II.II Costs of schooling

A second channels through which population density could affect educational outcomes is through a reduction in the perceived costs of attending schools, both due to a reduction in transportation costs to schools, as well as the possibility of a better match between students and educational institutes due to the larger school choice in cities. At the level of the primary and secondary school, the higher density of schools in urban areas means that children on average will spend less time and financial resources on commuting to a school of a given level and quality. In the case of tertiary education, commuting to college or university may become simply unfeasible for children in rural areas, hence necessitating a costly move to attend further education. As mentioned earlier, most models of educational choice predict that students invest in their education until the point where the marginal returns of education owing to higher future wages are offset by the direct costs and opportunity costs of education. As such, the higher commuting or moving costs that students in rural communities face may well lead to a reduction in educational investment. The empirical literature finds supporting evidence for the importance of commuting costs on educational decisions, particularly in the case of tertiary education. Card (1993) uses distance to college as instrument for educational attainment and finds a significant effect in the first stage. Frenette (2006) finds in Canada that children whose families live more than 80 kilometers from the nearest university have a 40% lower probability to enroll at university compared to individuals who grow up within 40 kilometers of a university. However, both studies include only a very limited set of control variables, and as such, it is not clear to what degree the results are driven by spatial sorting of households.

Furthermore, the higher density of educational institutions in cities may also allow for better matching between schools and students, as long as students and schools are heterogeneous on some dimension. Burgess et al. (2019) show in the UK that the majority of students do not list the nearest secondary school as their first preference, indicating that students do not perceive schools as a homogenous good. Such school-child match specific component can be based on academic preferences of the child, such as the level of instruction (see for instance Bau., 2019) or the focus on certain specialization tracks, or can be based on more personal preferences of the child, such as the religious orientation of a school (Cohen-Zada and Sanders, 2008). Typically, models of school choice assume that an outside option is available with a utility of zero, which depending on the context might consist of staying home, working or choosing a lower level of schooling. As long as
students have a large range of schools to choose from, then the student will be likely to find a school which yields a higher utility than the outside option. However, the smaller the number of schools available, the more likely that unfavorable draws of the school-student match quality will result in the student choosing the outside option, which may reduce human capital investment in rural areas.

II.III Information and network effects

Third, density may affect human capital decisions through the availability of information on future schooling prospects or due to network effects. Hoxby and Avery (2012) find in the US that high performing students who apply to non-selective colleges are disproportionately located in rural areas, as the lower density of high performing students in rural areas makes it less profitable for colleges to engage in outreach campaigns. In addition, Hoxby and Avery (2012) suggest that the lower SES-composition of households typically found in rural areas may limits the exposure to alumni of various educational institutes, as well as reduced the expertise of local study counselors on how to advise high-performing students. Hence, limited information about future educational possibilities in rural areas provides a third potential channel through which density would be expected to affect educational investment.

II.IV Empirical evidence

Despite good reasons to expect children and young adults in urban areas to invest more in their human capital, the empirical evidence on this subject is very limited. Knight and Shi (1996) show large differences in years of educational attendance in China between urban and rural regions, although it remains unclear to what degree this is driven by household heterogeneity. Katz & Goldin (2008, p222) instead report a negative relationship between town size and high school graduation rates in the early 20th century in the US, which they suggest might be the result of the higher opportunity costs of education in cities. However, a key challenge in this literature has been dealing with the spatial sorting by households and unobserved heterogeneity between children. Separating spatial selection and area effects is particularly difficult in the case of educational outcomes, as panel data on the level of the individual is typically unavailable. As such, the methods developed to estimate the urban wage premium, which rely heavily on the inclusion of individual fixed effects, cannot easily be applied in the case of educational outcomes.
As a way to overcome the spatial sorting of households, some studies have relied on quasi-experimental variation to quantify the effect of exposure to neighborhood on educational outcomes. Chetty et al. (2016) use the MTO-program to study neighborhood effects in general, which provided a randomly selected group of families the opportunity to move to a better neighborhood with less poverty and higher incomes. They find that children who moved to better neighborhoods before the age of 13 had significantly higher schooling outcomes compared to those who did not receive the opportunity to move. However, such experiments are typically difficult to scale beyond the size of the individual city. In a more general approach, Chetty et al. (2018) use the difference in the age of children when they move between regions to identify neighborhood effects. They find a negative relationship between population density and upward mobility as measured by the income at age 26, but it remains unclear to what extend differences in human capital accumulation may have played a role.

III Context and data

In this paper, I utilize the Dutch context to investigate the relationship between population density and educational outcomes, which is particular well suited for this question. Tracking in the Dutch educational system starts relatively early at the age of eleven to twelve, which means that meaningful decisions on human capital investment are taken from an early age onwards. Crucially, the Netherlands institutes high-stakes national tests of academic ability shortly before children make their key educational decisions, namely the end of primary school and the end of secondary school. Hence, I observe detailed measures of cognitive and academic ability at the time when students make their educational decisions, which remains typically unobserved in most other settings. Furthermore, a key outcome in the education literature is college/university attendance. Earlier studies have shown that not only attending college or university matters for later life outcomes, but that also that the quality of the institution matters (Hoekstra, 2009). As the Dutch universities are relatively homogenous in terms of quality\(^5\), I can use university enrollment as a more or less consistent outcome measure without being overly concerned about the precise institution which students attend. A drawback of the Netherlands is that it is relatively urbanized by international standards, thus limiting the variation in density. However, earlier studies in the
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\(^5\) For instance, all 13 Dutch universities rank between places 59 and 195 on the 2018 Times higher education ranking.
Netherlands on the urban wage premium found results in line with other countries (Groot et al., 2014; Verstraten et al., 2018).

III.I Context

Figure II provides an overview of the Dutch school system, including the flows between school types for the cohort born in 1996. Compulsory education starts at age 6, when all students are enrolled into primary school. Primary school continues for six years, at the end of which students participate in a national test which measures their ability in reading comprehension, mathematics and vocabulary, as well as their cognitive and studying ability.6

Figure II: tracking through the Dutch education system for the 1996 cohort.

Note: Figure based on the cohort born in 1996. The secondary school enrollment percentages reflects enrollment four years after completing primary school. The tertiary education percentages reflect enrollment within three years after finishing the highest secondary school degree. The transition from secondary school to tertiary school is shown for the highest obtained secondary school degree of each individual. For instance, students who both obtained a middle secondary school degree and an upper secondary school degree are counted towards the upper secondary school degree group. There are some streams within the secondary schooling system (for instance, students dropping from upper secondary school to middle secondary school), which are not displayed here. In addition, some students continue with applied university after obtaining a vocational education degree or with university after obtaining an applied university degree. These streams are not displayed here either, as this usually happens outside of the 3-year window.

At the end of primary school tracking begins and students can enroll in three different levels of secondary school: upper, middle and lower secondary school. The levels differ both in length of study, the difficulty of the material and the access to tertiary education which a degree grants.

---

6 This test consists of 200 multiple choice questions (100 on reading comprehension and vocabulary, 60 on Mathematics and 40 on studying and cognitive ability). The tests are centrally graded by the Citogroup agency, which also develops the test.
Students are free to apply to any of the three levels of secondary school after finishing primary school, but secondary schools can choose whether to accept students. During the admission decision, secondary schools primarily rely on the scores on the standardized test at the end of the primary school, as well as the recommendation of the primary school teacher. In the years 2003-2015, the score on the national standardized test was considered the leading admission criteria for secondary schools.\(^7\)

Figure III shows the distribution of the test score for the cohort born in 1996 (panel a) as well as the probability that students with a given test-score enrolls in an upper-secondary school (panel b). The end of primary school test is highly predictive of whether a student enrolls in upper secondary school. Students who score less than 535 (which is about the median test score) are unlikely to be enrolled in an upper secondary school four years later, whereas amongst the group of students who obtain the maximum score of 550\(^8\), 95% is enrolled at an upper secondary school four years later.\(^9\)

Figure B3 in the appendix shows how these percentages differ between urban and rural regions, providing a first indication of the differences in educational decisions.

Figure III: Frequency and probability of enrolling in upper secondary school by end-of-primary school test score

![Figure III: Frequency and probability of enrolling in upper secondary school by end-of-primary school test score](image)

Note: Panel a shows the frequency for each of the 50 potential scores (501-550) that students could receive at the end-of-primary school test for the cohort born in 1996. Panel b displays the percentage of students that are enrolled at an upper secondary school four years after taking the test on the y-axis by the on the end-of-primary school test score.

---

\(^7\) At the end of 2015, the system was reformed to make the primary school teacher’s recommendation binding and secondary schools were no longer allowed to use the end-of-primary school test score. Politicians and teachers felt that the test had become the only selection criteria on which secondary schools evaluated children, which they argued put undue pressure on the children to perform at one specific moment in time.

\(^8\) The maximum score of 550 is obtained by 5.7% of the students in the 1996 cohort

\(^9\) The other 5 percent enrolled in a middle secondary school.
Once students enroll in a secondary school, they continue for another 4-6 years depending on the selected type of secondary school. At the end of secondary school all students take a national examination which determines if they are granted a degree. This end of secondary school test is specific for their level of secondary school. Once students obtain a secondary school degree, they continue to the tertiary education. The tracking system is designed such that certain levels of secondary school feed into a specific level of tertiary education. As can be seen from figure III, 84% of the students who obtain a degree of an upper secondary school are registered at a university three years after graduation. Similarly, 88% of the students who obtain a degree from a middle secondary school and 98% of the students completing the lower secondary school are respectively registered at an applied university and a vocational education three years after graduation. Hence, the choice that students make at the end of primary school matters greatly for their future educational prospects.

Tertiary education in the Netherlands differs from many other European countries in the sense that very few university studies have a binding constraint on the number of students they accept. Students who have obtained the relevant qualifications can typically register for their study of choice at the university of their choice, without additional entry conditions. Tuition fees are around 1,800 euro per year for universities and applied universities and around 1,000 for vocational education, with governmental student loans available to meet these costs if needed. Primary schools and secondary schools are free of tuition. Primary schools and secondary schools are financed

---

10 All students have a basic set of subjects (such as Dutch, English and Math A), as well as a set of subjects related to their chosen subject specialization (health, humanities, natural sciences or social sciences) in which they complete the national examination. The material covered in the exam as well as the difficulty varies depending on the type of secondary school.

11 Upon obtaining a middle or lower secondary school degree, students with excellent grades have the opportunity to take the final two years of the next secondary school level. When discussing degree completion or conditioning on degree, these students are always classified according to the highest degree they obtained.

12 The applied university is similar to the Fachhochschule in the German system. Applied university are more focused on practical skills compared to universities and part of the degree requirement typically involves various long term internships at companies. For illustrational purposes, individuals with a university/applied university/vocational education on average had an annual income of respectively 50.000/36.000/25.000 euro between 2007 and 2009 (CBS, 2011).

13 These figures only count students who remained in the Netherlands after completing their secondary school. Around 2% of Dutch students register for a bachelor- or master degree abroad at some point during their education (Department of Education, 2016). As such, this small group of missing students is unlikely to be a concern for this study. As robustness check in the main analysis, I exclude all students from our analysis who are at any Dutch educational institution at least 2 out of the three years between the ages 19 and 21.

14 The most important exceptions are medicine, veterinary medicine and dentistry, as these studies typically are expensive to offer compared to other studies.
directly by the national government, with the financing based on the number and type of students enrolled.

III.II Data

The data used in the analysis are primarily for the cohorts born between 1994 and 1998. I restrict the sample to individuals born in the Netherlands and for whom both parents can be identified. For these individuals, I observe the place of residence between the ages 3 and 20, the enrollment status in all types of secondary and tertiary education and the results on the national tests at the end of primary school and secondary school. In addition, a large numbers of family characteristics are available, including parental income, education, country of birth and year of birth. The summary statistics for all variables are provided in Table I.

Parental income is defined similarly as in Chetty & Hendren (2018) and consists of the sum of income for both parents when the child is between ages 14 and 18, divided by the number of parent-years with non-missing income. Some parents have a negative income, top-coded income or are missing income for more than 5 parent-years. For the parents with negative income and parents with fewer than 5 parent-year income observations, income is set to zero and a dummy is included for both groups in each regression. For top-coded incomes a dummy is also included. The robustness checks reveal that the results are not sensitive to exclusion of these (small) groups, which together contain about 1.5% of the observations. As the coverage of the income tax data may have improved slightly over the years, I allow the coefficient of parental income as well as the coefficients of the three dummy variables to vary across cohorts.

For each parent, I observe 13 possible levels of education. I do not observe education for all parents, particularly for older parents who completed schooling before some of the national.

---

15 Some analyses can be carried out using a larger sample. For consistency, results in the main text are based on the cohorts 1994-1998 unless specified otherwise. The main tables also report results for a larger sample as robustness test whenever possible.

16 A small number of students is exempted from making the test due to disabilities and not all schools have agreed to make the test-scores available to Statistics Netherlands. Nonetheless, I observe the test-score for the large majority of the population (70%). The coefficients on the urbanization measure of columns (1) and (2) of table II and III are virtually unchanged (within 10% in all cases) when estimating it either on the full sample of individuals born between 1994-1998 or the 70% sample for whom I observe the test-score. Hence, different selection between rural and urban regions into which schools agreed to make the test scores available to Statistics Netherlands is not driving the results.

17 These groups are kindergarten, primary school, some secondary education (low, middle or high), secondary education degree (low, middle or high), some university or applied university, applied university bachelor, university bachelor, university master or applied university master, and doctoral degree. Vocational education is not listed separately, but included in the three levels of secondary education together with the various levels of secondary school.
education registers started. Discussions with Statistics Netherlands reveal that these parents are more likely to be low educated, as highly educated parents are more likely to be included by at least one of the various educational registers. In the baseline result, missing education is included as a 14th education type. However, the results are robust to the exclusion of this group, as is shown in the main tables. To opt for an as flexible approach as possible when controlling for parental education, I include dummies for each of the 196 possible parental education combinations. Similarly, parental country of birth is grouped into “The Netherlands”, “Europe” and “Non-European” for each parent, and 9 dummies are included to account for each possible parental combination. Finally, the age of the oldest parent at the time of the birth is added as additional control variable.

The next step is to construct an index of urbanization. For each individual, the zip code in which he or she resided between the years 1995-2018 is observed. The size of the zip codes is relatively small at 8km². I define urbanization as the log of the number of people living within 10 kilometers of the centroid of the zip code in which an individual resides (see appendix B for the details of the procedure). The threshold of 10 kilometers is selected based on the fact that the majority of Dutch children travel to school by bicycle, where 10 kilometers appears a reasonable upper bound for their reach. Furthermore, the choice of a 10 kilometer radius is in line with recent studies of agglomeration economies on wages (De la Roca and Puga, 2017; Verstraten et al., 2018). Nonetheless, the number of individuals that lives within respectively 5, 10 and 20 kilometers is highly correlated, and as such, the exact distance cut-off has little influence on the results. As Figure IV shows, densities are the highest in the urbanized Western part of the Netherlands and are relatively low in the North and East.

---

18 To avoid potential reverse causality problems, I calculate the density based on the spatial distribution of the population in 1995. As the robustness analysis reveals, the results remain virtually unchanged when I use the spatial distribution of 1840 as instrumental variable.

19 For instance, the correlation between density within 10 kilometers and the density within 5 kilometers and the density within 20 kilometers is 0.89 in both cases.
Table I: Summary statistics for individuals born in the Netherlands between the years 1994-1998.

<table>
<thead>
<tr>
<th>Child characteristics</th>
<th>N</th>
<th>Mean</th>
<th>Sd. Dev.</th>
<th>p1</th>
<th>p99</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urbanization measured at age 11</td>
<td>631815</td>
<td>12.07</td>
<td>0.87</td>
<td>9.99</td>
<td>13.64</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parental characteristics</th>
<th>N</th>
<th>Mean</th>
<th>Sd. Dev.</th>
<th>p1</th>
<th>p99</th>
</tr>
</thead>
<tbody>
<tr>
<td>log parental income</td>
<td>631890</td>
<td>10.36</td>
<td>0.83</td>
<td>8.82</td>
<td>11.68</td>
</tr>
<tr>
<td>Insufficient income data (dummy)</td>
<td>631890</td>
<td>0.001</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Negative household income (dummy)</td>
<td>631890</td>
<td>0.003</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Top coded incomes (dummy)</td>
<td>631890</td>
<td>0.011</td>
<td>0.10</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Age of oldest parent at time of birth</td>
<td>631890</td>
<td>33.46</td>
<td>4.97</td>
<td>23.00</td>
<td>48.00</td>
</tr>
<tr>
<td>Country of birth mother (categorical)</td>
<td>631890</td>
<td>1.22</td>
<td>0.58</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Country of birth father (categorical)</td>
<td>631890</td>
<td>1.23</td>
<td>0.59</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Education level mother (categorical)</td>
<td>361625</td>
<td>9.49</td>
<td>3.45</td>
<td>2.00</td>
<td>14.00</td>
</tr>
<tr>
<td>Education level father (categorical)</td>
<td>340446</td>
<td>9.10</td>
<td>3.55</td>
<td>2.00</td>
<td>14.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secondary school enrollment and graduation variables</th>
<th>N</th>
<th>Mean</th>
<th>Sd. Dev.</th>
<th>p1</th>
<th>p99</th>
</tr>
</thead>
<tbody>
<tr>
<td>End of primary school test score</td>
<td>631890</td>
<td>535.43</td>
<td>9.66</td>
<td>510.00</td>
<td>550.00</td>
</tr>
<tr>
<td>Upper secondary school enrollment</td>
<td>631890</td>
<td>0.23</td>
<td>0.42</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Middle secondary school enrollment</td>
<td>631890</td>
<td>0.24</td>
<td>0.43</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lower secondary school enrollment</td>
<td>631890</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Upper secondary school graduation</td>
<td>631890</td>
<td>0.19</td>
<td>0.39</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Middle secondary school graduation(^{20})</td>
<td>631890</td>
<td>0.25</td>
<td>0.43</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lower secondary school graduation</td>
<td>631890</td>
<td>0.45</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>GPA upper secondary school degree</td>
<td>121106</td>
<td>6.63</td>
<td>0.69</td>
<td>5.50</td>
<td>8.50</td>
</tr>
<tr>
<td>Specialization track upper secondary school degree (categorical variable)</td>
<td>121106</td>
<td>4.47</td>
<td>2.65</td>
<td>1.00</td>
<td>10.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tertiary education enrollment (within 3 years of high school graduation, conditional on graduating)</th>
<th>N</th>
<th>Mean</th>
<th>Sd. Dev.</th>
<th>p1</th>
<th>p99</th>
</tr>
</thead>
<tbody>
<tr>
<td>University enrollment</td>
<td>400305</td>
<td>0.20</td>
<td>0.40</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Applied University enrollment</td>
<td>400305</td>
<td>0.29</td>
<td>0.46</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Vocational education enrollment</td>
<td>400305</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The table shows the summary statistics for the individuals born between 1994 and 1998 in the Netherlands. Due to the privacy-sensitive nature of the microdata, it is not possible to report minima or maxima, hence the 1\textsuperscript{st} and 99\textsuperscript{th} percentiles values are displayed instead. As explained in the main text, education is not available for all parents. Secondary school enrollment is measured 4 years after completing primary school. The GPA and specialization track of the upper secondary school degree are only observed for the students who graduated from upper secondary school. Tertiary education enrollment is based on cohorts born in 1994-1996, as for the cohorts born in 1997/1998 not enough time has passed for all students to measure. Tertiary education enrollment is defined as the highest enrollment within 3 years of high-school graduation.

\(^{20}\) The graduation rate of middle secondary school is higher than enrollment due to the fact that about 10% of the children enrolled in an upper secondary school drop down to a middle secondary school during their final three years in secondary school (see also section V).
IV Empirical approach

The Dutch educational system provides two key decisions moments which can be exploited to analyze the impact of urbanization on educational outcomes. The first decision moment is at the end of primary school, when children select one of the three levels of secondary school. At this point, I observe the cognitive ability of the child as measured by the score on the national test, as well as a wide range of family characteristics. This allows me to study whether, conditional on observed academic ability and parental background, children who grow up in urban areas make different educational choices compared to children who grow up in rural environments. The estimating equation is displayed in equation (1), where the family characteristics contain the
variables discussed in section III.II and dummies are included for all possible primary school test scores. The educational outcome measure is whether a child attends the highest level of secondary school (VWO in Dutch) 4 years after graduation from primary school. The log-linear relationship between density and educational outcomes is well supported by the data, as will be shown in section V.II.

\[ P(\text{attends upper secondary school})_{it} = \beta_1 \ast \text{Child characteristics}_i + \beta_2 \ast \text{Family characteristics}_i + \beta_3 \ast f(\text{primary school test score}_t) + \beta_4 \ast \text{Urbanization}_t + \gamma_t + \epsilon_{it} \] (1)

The second decision moment is at the end of secondary school. Here I focus on the group of students who obtained a degree of an upper secondary school, which provides access to the large majority of university-subject combinations without further conditions as described in section III.II. Hence, equation (2) estimates the effect of density on the probability of attending an academic university with three years after graduating from high school, conditional having obtained a degree from an upper secondary school, high school GPA and family characteristics.

\[ P(\text{attends university|upper secondary school degree})_{it} = \beta_1 \ast \text{Child characteristics}_i + \beta_2 \ast \text{Family characteristics}_i + \beta_3 \ast f(\text{GPA high school}_t) + \beta_4 \ast \text{Urbanization}_t + \gamma_t + \epsilon_{it} \] (2)

Under the assumption that the covariance between \( \epsilon_{it} \) and the urbanization measure is zero, equations (1) and (2) will correctly identify the effect of growing up in an urban environment on educational outcomes. One concern is that parents move to places best fitted to realize the potential outcomes of their children, in which case the estimates of \( \beta_4 \) would be biased. However, I find no evidence of this in the Dutch setting. For the cohorts born between 1994 and 1998, only 5.4% of the families with children between the ages 6 and 17 make a substantial move (more than 20 kilometers), thus limiting the degree to which families respond to the realized potential of their children. In addition, within the group of children who move, there is no correlation between the

---

21 The reason for analyzing the enrollment four years after completing primary school is that some secondary schools offer joint upper- and middle secondary school classes for the first one or two years of secondary school. To allow in addition for students that get ill or have to repeat a year, I analyze school enrollment in the fourth year after completing primary school.

22 The reason for allowing a three year lag is that some students opt for a pause between completing secondary school and starting tertiary education.

23 While it would also be possible to analyze where graduates of other secondary school levels end up, in practice this is more difficult as the alternative education is not quite clear. The majority of students with an upper secondary school degree end up at either a university or an applied university, whereas graduates of the middle secondary school end up at a far more diverse set of tertiary educational institutes (see figure II).
change in density and the observed academic ability of the children. Nonetheless, I show that the results of equation (1) and (2) are robust to estimating it on either the full-sample or on the group of children who do not move across municipalities between the ages 6-17.

A second concern might be that parental characteristics vary between urban and rural places in ways which are not fully captured by the control variables. For instance, it might be that parents in urban areas are more ambitious than parents in rural areas, and that this is not fully captured by the differences in wages. Separating spatial sorting from area effects has been a key challenge in the urban literature and solutions to this have typically relied heavily on individual-fixed effects (see for instance Combes et al., 2008 and De la Roca and Puga, 2017). However, such approaches are typically not possible in the case of educational outcomes, due to the lack of consistent panel data on national educational outcomes of children. Section V.II explores this potential threat to identification, using the methodology of Altonji et al. (2005) and Oster (2017) to assess the potential importance of sorting on unobserved characteristics.

V Results

Section V.I presents the baseline results of equations (1) and (2). Section V.II discusses the robustness of the baseline results to the functional form assumption, inclusion of region fixed effects, the endogeneity of the urbanization measure and sorting on unobserved characteristics.

V.I Baseline results

Table II presents the results of equation (1), analyzing how the decision of children to enroll in an upper secondary school depends on population density. Column (1) shows the regression when only the urbanization measure is included, whereas column (2) adds child- and family

24 Result not included in the paper but available on request
25 Such approach is difficult to implement for educational outcomes, as most countries lack repeated outcomes for children on a national level, which would allow fixed-effect estimations similar to Combes et al. (2008) with grades instead of wages. However, such individual-fixed effect approaches have been successfully applied within schools in the economics of education literature to identify effects of school level variables, such as teacher quality (see for instance Chetty et al., 2014b).
26 An alternative way to estimate the effect of urbanization on educational outcomes would be to utilize the identification strategy of Chetty & Hendren (2018) and use differences in age between children who move across regions for identification of neighborhood effects. However, appendix D shows that the identifying assumption of Chetty & Hendren (2018), that the age of children at the time of the move is uncorrelated with potential outcomes, does not hold in the Dutch context.
characteristics and column (3) adds dummies for the end of primary school test scores. The coefficient of urbanization is statistically significant in all specifications at the 1% level. In economic terms, the baseline result of column (3) indicates that an increase in density by one log-point (which coincidentally is close to one standard deviation, see table I) is associated with a 1.7 percentage point increase in the probability that a child attends upper secondary school. Given that the mean percentage of children attending the upper secondary school is about 23%, this increase is substantial. When comparing the individual columns, the coefficient drops somewhat when family-characteristics are added, which is largely driven by the differences in parental education between urban and rural regions. The coefficient declines further when the test scores are added, which might reflect a lower initial academic ability of children in rural regions, or alternatively might be the effect of overcontrolling to the degree that growing up in an urban environment may also affect end-of-primary school test scores.

Columns 4-7 test the robustness of the results by excluding various subgroups. Column (4) excludes all children who are not enrolled in one of the three secondary school levels, as these may be enrolled in special needs schools or schools across the border with Germany/Belgium. Column (5) excludes children who moved between municipalities during their school-going age, as their families may have sorted themselves into places based on the potential outcomes of their children. Column (6) changes the sample and estimates the effect instead on the cohorts born between 1999 and 2002, for whom information is also available. Finally, column (7) reduces the sample to the individuals for whom the exact education level of both parents is known. The coefficient is very stable across the various subgroups, suggesting that these groups are not driving the results.

One concern might be that that children in urban environments are enrolled into classes which are too difficult for their level of ability, resulting in higher drop-out rates in urban areas. Around 21% of the students who are enrolled in an upper secondary school four years after finishing primary school eventually do not obtain an upper secondary school degree, which is far from

---

27 Alternatively, one may also worry that children in rural areas obtain a degree from a middle secondary school, then continue with some years of applied university before switching to university. In this case, children from rural areas would simply follow a different track to end up at university. I do find some evidence for this, as children who obtain a middle secondary school degree are slightly more likely to enroll in university in the seven years after graduating from middle secondary school if they grow up in a rural area rather than an urban area. However, the increased usage of this alternative route in rural areas is far too small to compensate for the negative effects described in table II and IV. Overall, a one log point increase in density reduces the probability that a student enroll for university by 0.6% amongst the group of middle secondary school graduates (25% of the sample, see table I). Hence, taking this path to university into account reduces the overall effect of density on university enrollment by 0.25*0.6 = 0.15%. Hence, this alternative route can compensate for about 10% of the total effect of density on university enrollment of 1.4%.
To control for the possibility that differences in dropout rates between urban and rural areas are driving the results, table III instead analyzes the probability that a student obtains a degree from an upper secondary school. The results are very similar to table II, indicating that a misallocation of students at the end of primary school in urban communities is unlikely to drive the results. Furthermore, Table C1 in the appendix shows the results when directly analyzing dropout rates, by estimating the probability that a student obtains a degree from an upper secondary school, conditional on being enrolled in an upper secondary school four years after finishing primary school. The results indicate that children in urban areas are actually slightly less likely to drop out from an upper secondary school, again showing that differential dropout rates between urban and rural areas are not driving the results of table II.

The second key educational decision moment is after children obtain an upper secondary school degree, when they have to decide on the level of tertiary education. Table IV shows the estimates for equation (2), analyzing the effect of urbanization on the probability that a student enrolls at an university within 3 years of obtaining an upper secondary school degree, which provides access to the large majority of university-subject combinations. Column (1) again only includes the urbanization measure, whereas column (2) adds student and family characteristics and column (3) adds controls for the specialization track and the GPA on the national examination at the end of upper secondary school. As I condition on the national end of high school examination scores (instead of end of primary school test scores), it is possible to use a larger sample and to also include the cohorts born between 1989 and 1993.

---

28 The majority (62%) of these students instead obtains a degree from a middle secondary school. The drop-out figure of 21% is in line with the statistics reported for this period by Statistics Netherlands (2019).

29 The GPA is based on the national examinations at the end of high school. In the final two years of secondary school, students can enroll in one of the possible 4 tracks (humanities, social sciences, biology or natural sciences). The track determines the subjects in which the students take their final examinations.

30 For the students born in 1994-1998, it is possible to include both the secondary school test score as well as end of primary school test score. However, adding the end of primary test score results offers little explanatory power over the high school GPA and leaves the coefficient virtually unchanged. Hence, the loss of this variable due is more than outweigh by the higher precision obtained due to the larger sample.
Table II: effect of urbanization on probability of enrolling in upper secondary school

<table>
<thead>
<tr>
<th></th>
<th>Baseline Estimates</th>
<th>Sensitivity analysis</th>
<th>Area fixed effects</th>
<th>IV estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ind. level controls</td>
<td>Ind. + Fam. controls</td>
<td>Ind. + Fam. controls + test-score</td>
<td>Children observed in any education</td>
</tr>
<tr>
<td>Urbanization at age 11</td>
<td>0.0342*** (0.0067)</td>
<td>0.0260*** (0.0037)</td>
<td>0.0167*** (0.0017)</td>
<td>0.0169*** (0.0018)</td>
</tr>
<tr>
<td>Individual controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Family controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Test score-dummies</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>R²</td>
<td>0.005</td>
<td>0.13</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>631.731</td>
<td>631.731</td>
<td>631.731</td>
<td>624.008</td>
</tr>
</tbody>
</table>

Note: All results apart from column (6) based on individuals born between 1994 and 1998. Dependent variable is whether a child is enrolled in an upper secondary school 4 years after completing primary school. Individual controls include a gender-dummy and cohort-dummies. Family controls include dummies for parental education combinations (168 dummies), parental nationality combinations (9 dummies), year-of-birth of oldest parent (40 dummies), family income (interacted with cohort fixed effects), low-income dummy (interacted with cohort-fixed effects), top-coded income dummy (interacted with cohort-fixed effects) and dummy for insufficient income data (interacted with cohort fixed effects). For a detailed explanation of the construction of the urbanization measure or the family controls, see section III. Column 4 excludes children who are not observed in any school 4 years after completing primary school. Column 5 excludes all children who moved municipalities during school going age. Column 6 instead estimates the model on the cohorts born between the years 1999 and 2002. Column 7 removes all parents for whom uncertainty exists about the education level of one or both parents. Column 8 adds municipality-fixed effects for the municipality in which children live at age 11 (430 dummies), whereas column 9 adds province fixed-effect for the province in which children live at age 11 (12 dummies). Column (10) instruments for modern densities (based on 1995 population distribution, see Appendix B) with historical densities. For all columns apart from column 10 the standard errors are clustered on the municipality level. Column 1-9 are estimates by OLS, column 10 by 2SLS. First stage results of column 10 are reported in Appendix C3.
Table III: effect of urbanization on probability of obtaining a degree in upper secondary school,

<table>
<thead>
<tr>
<th></th>
<th>Baseline Estimates</th>
<th>Sensitivity Analysis</th>
<th>Area-fixed Effects</th>
<th>IV-estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ind. level controls</td>
<td>Ind. + Fam. controls</td>
<td>Ind. + Fam. controls + test-score</td>
<td>Children observed in any education</td>
</tr>
<tr>
<td>Urbanization at age 11</td>
<td>0.0296*** (0.0060)</td>
<td>0.0226*** (0.0030)</td>
<td>0.0146*** (0.0013)</td>
<td>0.0148*** (0.0014)</td>
</tr>
<tr>
<td>Individual controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Family controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Test score-dummies</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.004</td>
<td>0.12</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>631.731</td>
<td>631.731</td>
<td>631.731</td>
<td>624.008</td>
</tr>
</tbody>
</table>

Note: All results based on individuals born between 1994 and 1998. Dependent variable is whether a child graduates from an upper secondary school. Individual controls include a gender-dummy and cohort-dummies. Family controls include dummies for parental education combinations (168 dummies), parental nationality combinations (9 dummies), year-of-birth of oldest parent (40 dummies), family income (interacted with cohort fixed effects), low-income dummy (interacted with cohort fixed effects), top-coded income dummy (interacted with cohort fixed effects) and dummy for insufficient income data (interacted with cohort fixed effects). For a detailed explanation of the construction of the urbanization measure or the family controls, see section III. Column 4 excludes children who are not observed in any school 4 years after completing primary school. Column 5 excludes all children who moved municipalities during school going age. Column 6 removes all parents for whom uncertainty exists about the education level of one or both parents. Column 7 adds municipality-fixed effects for the municipality in which children live at age 11 (430 dummies), whereas column 8 adds province fixed-effect for the province in which children live at age 11 (12 dummies). Column (9) instruments for modern densities (based on 1995 population distribution, see Appendix B) with historical densities. For all columns apart from column 9 the standard errors are clustered on the municipality level. Column 1-8 are estimates by OLS, column 9 by 2SLS. First stage results of column 9 are reported in Appendix C3.
Table IV: effect of urbanization on probability of enrolling at university/applied university, conditional on having an upper secondary school degree.

<table>
<thead>
<tr>
<th></th>
<th>Baseline Estimates</th>
<th>Sensitivity Analysis</th>
<th>Area-fixed Effects</th>
<th>IV-estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ind. level controls</td>
<td>Ind. + Fam. controls</td>
<td>Ind. + Fam controls + GPA</td>
<td>Children observed in any education</td>
</tr>
<tr>
<td>Urbanization at age 11</td>
<td>0.0232***</td>
<td>0.0083***</td>
<td>0.0080***</td>
<td>0.089***</td>
</tr>
<tr>
<td></td>
<td>(0.0022)</td>
<td>(0.0016)</td>
<td>(0.0017)</td>
<td>(0.0017)</td>
</tr>
<tr>
<td>Individual controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Family controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>GPA and specialization</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>track</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.003</td>
<td>0.03</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>289.109</td>
<td>289.109</td>
<td>289.109</td>
<td>281.179</td>
</tr>
</tbody>
</table>

Note: All results apart from column (6) based on individuals born between 1989 and 1998. Dependent variable is whether a child attends university within 3 years of graduating from upper secondary school. Individual controls include a gender-dummy and cohort-dummies. Family controls include dummies for parental education combinations (168 dummies), parental nationality combinations (9 dummies), year-of-birth of oldest parent (40 dummies), family income (interacted with cohort fixed effects), low-income dummy (interacted with cohort fixed effects), top-coded income dummy (interacted with cohort fixed effects) and dummy for insufficient income data (interacted with cohort fixed effects). For a detailed explanation of the construction of the urbanization measure or the family controls, see section III. Column 4 excludes children who are not enrolled in any form of tertiary education three years after graduating. Column 5 excludes all children who moved municipalities during school going age. Column 6 limits the sample to the cohorts born between 1994-1998, in line with the baseline sample of table II. Column 7 removes all parents for whom uncertainty exists about the education level of one or both parents. Column 8 adds municipality-fixed effects for the municipality in which children live at age 11 (430 dummies), whereas column 9 adds province fixed-effect for the province in which children live at age 11 (12 dummies). Column 10 instruments for modern densities (based on 1995 population distribution, see Appendix B) with historical densities. Columns 1-9 are estimated by OLS, column 10 by 2SLS. First stage results of column 10 are reported in Appendix C3. For all columns apart from column 10 the standard errors are clustered on the municipality level.
The results in table IV indicate that children who grow up in urban areas, conditional on their academic ability and family characteristics, are more likely to enroll at a university. The preferred specification in column (3) indicates that children who grow up in an area where log density is one-point higher (about one standard deviation) are 0.8 percentage points more likely to enroll in university, from a base of 84%. The coefficient remains very similar when excluding the small group of children who are not observed in any tertiary education (column 4), excluding children who moved between municipalities during their childhood (column 5), limiting the sample to the cohorts born between 1994 and 1998 (column 6) or limiting the sample to the children for whom no uncertainty exists over parental education (column 7).

The next question that arises is which alternatives these children select when they decide not to attend university. One alternative might be to instead enroll at the lower rated applied universities. As figure II shows, about 16% of the students who obtained an upper secondary school degree decide to enroll at an applied university, despite having the necessary qualifications to start at a university. Table C2 in the appendix shows the effect of density on the probability that a student enrolls at an applied university, conditional having obtained a degree from an upper secondary school. The coefficient is significant and negative, indicating that students growing up in rural communities are more likely to instead enroll at an applied university. The coefficients are nearly identical to the coefficients in table IV, suggesting that diversion of rural students into the lower rated applied universities fully explains the lower enrollment rates at universities found in table IV.

V.II Robustness

The results in section V.I indicate that population density may play a role in the educational decisions of children. Naturally, some concerns arise over the interpretation and the robustness of this result. This section will discuss four potential threats to identification: the log-linear functional form assumption, the influence of more general regional differences, the endogeneity of population density and sorting on unobserved characteristics.

1. *Functional form assumption*

All estimations so far have been based on the assumption of a log-linear relationship between population density and educational outcomes, which may or may not accurately represent the true functional form. Should the functional form be wrongly specified, it may bias the coefficients. In order to test this possibility, figure V plots the residuals of the baseline estimations (columns 3 in
table II and table IV) without the urbanization measure against the urbanization measure itself. The residuals are averaged over 0.2 log point intervals. As figure V shows, the log-linear functional form assumption seems to fit the data quite well and hence is unlikely to bias the results. Furthermore, the residuals reveal that the results do not depend on any specific part of the density distribution: the log-linear relationship seems to describe the actual relationship well throughout the observed density distribution.

**Figure V: Residuals of baseline estimates plotted against urbanization measure**

![Graph showing residuals plotted against urbanization measure](image)

Note: Average residuals of columns (3) of table II (left) and table IV (right) without the urbanization measure plotted against the urbanization measure. Each dot corresponds to the average residual in a 0.2 log-point bin. Bins containing fewer than 500 observations are not depicted.

2. **Influence of broad regional differences**

Second, the map of the urbanization measure displayed in figure IV shows that urbanization is highest in the West and relatively low in the North and East of the country. As a result, the urbanization measure may at least partially reflect broader (economic or cultural) regional differences within the country, rather than urbanization per se. To test this possibility, columns (8) and (9) in tables II - IV add respectively provincial and municipality fixed effects. The coefficient of the urbanization measure is in this case identified on the variation in population density within provinces and municipalities respectively. However, the coefficients changes relatively little and remain statistically significant in all cases, even though the standard errors increase substantially as most of the variation in the urbanization measure is discarded. Hence, the results are not driven by broad regional differences.

3. **Endogeneity of Urbanization**
Third, one might be concerned that population density itself is endogenous. Factors that attract population to certain areas and hence contribute to city formation may also directly affect educational outcomes. Furthermore, reverse causality can play a role if individuals migrate to areas with good schools or favorable schooling policies. Combes et al. (2008) highlight the potential of such contemporary factors to bias estimations in the case of the urban wage premium and use historical densities as instrumental variable. To alleviate concerns that the results in this paper are driven by the endogeneity of the urbanization measure, I follow Combes et al. (2008) and instrument current population densities with the population density measured based on the 1840 Dutch census.\textsuperscript{31,32} The details of this procedure and a map of the population densities of 1840 are contained in appendix C3. Even though it is not a perfect historical instrument, as 4 of the 13 Dutch universities predate 1840, it should substantially reduce any bias rising from the endogeneity of the urbanization measure. The first stage is significant as shown in Appendix C3, which indicates that the instrument is relevant. The result of the 2SLS estimations are provided in column (10) in tables II-IV. In all three cases, the coefficient hardly changes when using the 2SLS estimator. Hence, the endogeneity of urbanization is not driving the results.

4. Sorting on unobservables

Finally, a key concern for many urban and regional studies is the spatial sorting of households on unobserved variables. Despite observing some of the key factors of importance for educational decisions, such as parental education and cognitive ability of the child, some factors such as ambition and non-cognitive skills remain unobserved. One method to assess the importance of such sorting on unobserved variables is provided by Altonji et al. (2005) and Oster (2017). Their procedure relies on the assumption that the sorting on observed variables is informative of sorting on unobserved variables, and in particular that the sorting on unobserved characteristics is weakly less than the sorting on observed characteristics. As such, the degree to which the coefficient of interest and the $R^2$ change when control variables are added can provide an indication to the potential importance of omitted variable bias.

Altonji et al. (2005) and Oster (2017) argue that sorting on unobserved variables in most cases is less severe than sorting on observable characteristics for two reasons. First of all, Altonji et al.

\textsuperscript{31} I would like to express my gratitude to Paul Verstraten (CPB Netherlands Bureau for Economics Policy Analysis) for providing the shape files containing the boundaries of the 1840 municipalities as well as the digitalized 1840 census.\textsuperscript{32} A small number of zip-codes cannot be matched to the densities of 1840, as they are located on land that has been reclaimed from the sea after 1840. Nonetheless, the instrument is available for 99.6% of the observations.
(2005) argue that in the most extreme case, researchers observe a random set of variables since they typically have no direct influence over the data collection in surveys and administrative data. In such cases, the observed variables are a random subset, and as such, sorting on observed and unobserved variables should be equally important in generating bias. However, Altonji et al. (2005) argue that researchers typically direct their effort towards obtaining and including the control variables which are seen as being most likely to generate omitted variable bias. Hence, the included control variables in all likelihood contribute more to the omitted variable bias compared to the unobserved variables. For this reason, both Altonji et al. (2005) and Oster (2017) argue that a reasonable upper bound for the degree of selection on unobserved variables is the selection on observed variables. Furthermore, Altonji et al. (2005) argue that when there is a lag between observing the explanatory variables and the outcome measures, any idiosyncratic shocks that occurs between observing the explanatory variables and the outcome measure cannot bias effect of the predetermined explanatory variable. Hence, to the extent that (unobserved) idiosyncratic shocks are present, they provide an additional reason why sorting on unobserved variables may be less important than sorting on observed variables in generating omitted variable bias.

A key decision when applying the methodology of Altonji et al. (2005) and Oster (2017) is the choice for the upper bound on $R^2_{max}$, i.e. how much of the remaining variance the model variables which are unobserved by the researcher would explain. Oster (2017) argues that an upper bound of 1 on the $R^2$ is too restrictive, as measurement error and the true idiosyncratic error term contained in most models would prevent the researcher from reaching an $R^2$ of 1, even in cases where all relevant variables are observed. Instead, based on a simulation exercise, Oster (2017) suggests using an $R^2$ 1.3 times larger than the $R^2$ of the regression with full controls, or to find a reasonable upper bound based on earlier research. For instance, in case of child outcomes, Oster (2017) argues that sibling correlations may provide a reasonable upper bound for the explanatory power of environmental and family characteristics. Given the decision with respect to the $R^2_{max}$, it is then possible to rescale the coefficient to account for the sorting on unobserved variables, using the simplified estimator provided in Oster (2017)\textsuperscript{33}.

\textsuperscript{33} The reported coefficients in table V are based on the general estimator as reported in section 3.2 of Oster (2017), which allows for a more general covariance structure of the unobserved variable with the observed explanatory and outcomes variables. However, the adjusted coefficients are virtually identical when using the simplified and general estimator in this study.
\( \beta^* = \bar{\beta} - (\bar{\beta} - \tilde{\beta}) \frac{R_{\text{max}} - R}{R - R} \)

(3)

where \( \bar{R} \) and \( \bar{\beta} \) are obtained from the short regression of density on educational outcomes reported in columns (1) of table II and IV and \( \tilde{\beta} \) and \( \bar{\beta} \) are obtained from the full regression model specified in columns (3) of table II and IV.

Table V shows the adjusted coefficients of table II and IV when applying the correction for unobserved variables of Oster (2017), under assumption that selection on observed variables is equal to selection on unobserved variables. The upper half of table V displays the original coefficients and R2's taken from tables II and IV, which are inserted into equation (3). The second half of table V provides the adjusted coefficients obtained from equation (3) under two different sets of \( R_{\text{max}}^2 \). In the case of the choice for secondary school level (table II), the coefficient remains statistically significant and economically relevant when adjusting for the omitted variable bias, both when using the R2 based on sibling correlations in the data as well as Oster’s suggested value of \( 1.3 \times \bar{R} \). The second column of table V adjusts the coefficients based on university enrollment (table IV). In this case, the sibling correlations are hard to interpret as they are only available for the small subset of siblings where both children graduate from an upper secondary school. When the coefficient is adjusted for omitted variable bias using Oster’s suggestion of \( 1.3 \times \bar{R} \), the coefficient diminishes substantially, but remains positive. Taken together, the results in table V indicate that under the assumption that selection on unobserved variables is weakly less than selection on observed variables, omitted variable bias cannot explain the majority of the effect of population density on educational outcomes.

Table V: Importance of selection on unobserved variables

<table>
<thead>
<tr>
<th>Original coefficients taken from table II/IV</th>
<th>Table II</th>
<th>Table IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R^2 ) of short regression (column 1 in table II/IV): (( \bar{R} ))</td>
<td>0.005</td>
<td>0.003</td>
</tr>
<tr>
<td>Coefficient of short regression (column 1 in table II/IV): (( \bar{\beta} ))</td>
<td>0.0342***</td>
<td>0.0232***</td>
</tr>
<tr>
<td>( R^2 ) of long regression (column 3 in table II/IV): (( \tilde{\beta} ))</td>
<td>0.502</td>
<td>0.064</td>
</tr>
<tr>
<td>Coefficient of long regression (column 3 in table II/IV): (( \tilde{\beta} ))</td>
<td>0.0167***</td>
<td>0.0080***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coefficient adjusted for unobserved variables following Oster (2017)</th>
<th>Table II</th>
<th>Table IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_{\text{max}} ) obtained from sibling regressions</td>
<td>0.54</td>
<td>-</td>
</tr>
<tr>
<td>Adjusted coefficient (( \beta^* )) using ( R_{\text{max}} ) based on sibling regressions:</td>
<td>0.0153***</td>
<td>-</td>
</tr>
<tr>
<td>( R_{\text{max}} ) as ( 1.3 \times \bar{R} )</td>
<td>0.65</td>
<td>0.083</td>
</tr>
<tr>
<td>Adjusted Coefficient (( \beta^* )) using ( R_{\text{max}} ) of ( 1.3 \times \bar{R} )</td>
<td>0.0106***</td>
<td>0.0028</td>
</tr>
</tbody>
</table>
Note: Adjustment for unobserved variables based on Oster (2017). The $R^2$ based on sibling regression comes from a regression of the model in table II, column III on the subset of siblings, with the secondary educational choice of the sibling added as control variable. To provide a conservative inference, the standard errors of table II/IV have been used to calculate significance.

VI Discussion and conclusion

The results in this paper show evidence that population density affects educational investment decisions of children in the context of The Netherlands. Conditional on observed ability and parental background, children who grow up in urban areas consistently choose to invest more in their education compared to children who grow up in more rural environments. This result is robust across various specifications, subgroups and spatial scope, and cannot be accounted for by the endogeneity of the urbanization measure or sorting on unobserved variables under the assumptions of Oster (2017). Taken together, the results imply that conditional on family characteristics and academic ability, a one log-point increase in density is associated with a 1.4 percentage point increase in the probability that a child attends university, from a base of 20%, which implies an elasticity of 0.07. Translated into standard deviations, it implies that a one standard deviation increase in population density is associated with a 1.25 percentage point increase in the probability that a child attends university.

It is surprising that the potential for agglomeration economies to affect human capital decisions of children and young adults has not received more attention in the literature, particularly given the potential long-term effects on regional growth. Taken together, the results in this paper contribute to the literature in three ways. First of all, the paper shows that the observed urban-rural education gaps might reflect more than just spatial sorting by households. Children who grow up in cities consistently select higher levels of human capital accumulation, conditional on household characteristics and cognitive ability. As such, the paper extends the findings of De la Roca and Puga (2017) by showing that density does not only matter for human capital accumulation during working life, but that effects are already visible prior to labour market entry. Second, the results highlight an important channel that may inhibit convergence between rural and urban regions in the long run. Rural regions are not only endowed with lower initial levels of human capital, but in

34 1.23% of this increase is due to the increase 1.46% in probability that a child graduates from upper secondary school as seen in table III, taking into account that on average 84% continues with university (see Figure 1). A further 0.15% of the increase is due to the 0.8% increase in university attendance amongst the children who complete upper secondary school, which contains about 19% of the population (see table 1).
addition seem to be at a disadvantage in the production of human capital. This is noteworthy as the human capital stock appear the main driver of economic growth on a regional level (Gennaioli et al. 2014). Finally, the paper contributes to a rapidly growing literature highlighting the importance of the place in which children grow up on later life outcomes. Specifically, I show that children in rural communities do not seem to enjoy or take the same educational opportunities as children who grow up in urban communities, even conditioning on cognitive ability and household characteristics. Hence, the differences in educational attainment between urban and rural communities observed in a wide range of countries may reflect more than just the spatial sorting of households.

Finally, one question which remains is what mechanisms drive the increased human capital accumulation of children in more urban environments. Section II.I and II.II indicated that based on existing literature, one would expect the agglomeration mechanisms to play a role in the early-life human capital decisions, either through an increase in the returns to education in cities or by increasing the availability of schooling and by reducing the commuting or moving costs to attend further education. Furthermore, there might also be a role for network effects as highlighted in section II.III. However, a detailed exposition of a specific mechanism in the spirit of De La Roca and Puga (2017) or Dauth et al. (2018) is beyond the scope of this paper and will be left for future research.
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IX Appendix

A: Additional measures of the Urban-rural educational gap

Figure A1: Urban-rural education gap based on 25-year-old males in DHS-data

Note: Figure based on 57 countries included in the Demographic and Health Survey (DHS). Reported are the average years of schooling in urban and rural areas for 25-year-old males. The urban-rural definition follows the definition of DHS, which is based on the urban-rural definition of the country in question. Countries with fewer than 100 18-year old males for either the rural or urban region of the country have been excluded from the original sample of 75 countries.
Figure A2: Urban-rural education gap based on 25-year-old adults in IPUMS International-data

Note: Figure based on the latest census for the 42 countries included in the IPUMS International data made available by Minnesota Population Center (2019) which include an urban/rural definition in their census (which excludes most developed countries). Reported are the average years of schooling in urban and rural areas for 18-year-old males. The urban-rural definition is based on the definition of the statistical office of the country in question.
Figure A3: Urban-rural school attendance gap based on 18-year-old males in the IPUMS International data

Note: Figure based on the latest census for 55 countries included in the IPUMS International data which include an urban/rural definition in their census (which excludes most developed countries). The y-axis shows the percentage of children that indicate that they were attending school at the time of the census in urban and rural areas for 18-year-old males. The urban-rural definition is based on the definition of the statistical office of the country in question.

B Construction of urbanization measure

The administrative data includes information on place of residence from January 1995 onwards. Hence, I start by calculating the number of individuals registered per zip code on the 5th of January 1995. As next step, I determine the centroid of each zip code using GIS software. The map of the Netherlands with all the centroids is displayed in figure A1. For each centroid, I determine which other zip codes lie within a 10 kilometer radius of the centroids and add up the population of these zip codes. For zip codes that lie partially in the 10km radius, I multiply the share of the zip code area covered by the 10km radius with the population of that particular zip code.\footnote{This means that I implicitly assume that the population is spread equally across zip codes. However, as zip codes are fairly small (average of 8 km²) compared to the 10km radius (314 km²) radius, this assumption has little effect on the relative differences in urbanization between regions.} The average zip code has 43 other zip-codes within a 10 kilometer radius and even the first percentile of zip codes has 8 other zip-codes within a 10 kilometer radius. The correlation between the number of individuals living within 5, 10 and 20 kilometers is fairly high at 0.89. Finally, I take the log of the number of individuals within the 10 kilometer radius as urbanization measure. Figure IV in the main text shows the resulting map of the urbanization measure. In addition, Figure B.2 shows a histogram of the urbanization measure.

\footnote{For some very isolated zip codes (for instance, on the islands in the North) there are no other zip codes within 10km, and hence the population with 10km is simply the zip codes own population.}
Figure B1: Map of Dutch zip codes and centroids.

Figure B2: Histogram of urbanization measure at age 11

Note: Histogram of urbanization measure for the cohorts born between 1994 and 1998. Areas with an urbanization score below 9 (containing 230 out of the 631,815 observations in the baseline sample) not displayed here.
Figure B3: probability of enrolling in upper secondary school by urbanization status and test score

Note: Figure based on observations born in 1996, with the sample split between those who grew up in a place with less than the median density (rural) and those who grew up in a place with above-median density (urban). The y-axis displays the percentage of children enrolled in an upper secondary school 4 years after finishing primary school, the x-axis the score on the national end of primary school test. The green line show the difference in upper secondary school enrollment between urban and rural places in percentage points.
C Additional robustness analyses

C.1 Probability of upper secondary school graduation, conditional on being registered at an upper secondary school

Table C1: effect of urbanization on probability of obtaining a degree in upper secondary school, conditional on enrollment in upper secondary school

<table>
<thead>
<tr>
<th></th>
<th>Baseline Estimates</th>
<th>Sensitivity Analysis</th>
<th>Area-fixed Effects</th>
<th>IV Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ind. level controls</td>
<td>Ind. + Fam. controls</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ind. + Fam. controls + test-score</td>
<td>Movers Excluded</td>
<td>Full parental education</td>
</tr>
<tr>
<td>Urbanization at age 11</td>
<td>(1) 0.0075 (0.0041)</td>
<td>(2) 0.0060*** (0.0022)</td>
<td>(3) 0.0068** (0.0021)</td>
<td>(4) 0.0069** (0.0022)</td>
</tr>
<tr>
<td>Individual controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Family controls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Test score-dummies</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>R²</td>
<td>0.000</td>
<td>0.03</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>146.879</td>
<td>146.879</td>
<td>146.879</td>
<td>130.634</td>
</tr>
</tbody>
</table>

Note: All results based on individuals born between 1994 and 1998. Dependent variable is whether a child graduates from an upper secondary school, conditional on being enrolled at the third grade of upper secondary school. Individual controls include a gender-dummy and cohort-dummies. Family controls include dummies for parental education combinations (168 dummies), parental nationality combinations (9 dummies), year-of_birth of oldest parent (40 dummies), family income (interacted with cohort fixed effects), low-income dummy (interacted with cohort-fixed effects), top-coded income dummy (interacted with cohort-fixed effects) and dummy for insufficient income data (interacted with cohort fixed effects). For a detailed explanation of the construction of the urbanization measure or the family controls, see section III. Column 4 excludes all children who moved municipalities during school going age. Column 5 removes all parents for whom uncertainty exists about the education level of one or both parents. Column 6 adds municipality-fixed effects for the municipality in which children live at age 11 (430 dummies), whereas column 7 adds province fixed-effect for the province in which children live at age 11 (12 dummies). Column (8) instruments for modern densities (based on 1995 population distribution, see Appendix B) with historical densities. For all columns apart from column 8 the standard errors are clustered on the municipality level. Column 1-7 are estimates by OLS, column 8 by 2SLS. First stage results of column 8 are reported in Appendix C3.
### C.2 Applied university enrollment

<table>
<thead>
<tr>
<th>Table C2: Effect of urbanization on applied university attendance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline Estimates</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Urbanization at age 11</td>
</tr>
<tr>
<td>(0.0023)</td>
</tr>
<tr>
<td>Individual controls</td>
</tr>
<tr>
<td>Family controls</td>
</tr>
<tr>
<td>GPA and specialization track</td>
</tr>
<tr>
<td>R²</td>
</tr>
<tr>
<td>No. of obs.</td>
</tr>
</tbody>
</table>

Note: All results apart from column (6) based on individuals born between 1989 and 1998. Dependent variable is whether a child attends applied university as highest education within 3 years of graduating from upper secondary school. Individual controls include a gender-dummy and cohort-dummies. Family controls include dummies for parenteducation combinations (168 dummies), parental nationality combinations (9 dummies), year-of-birth of oldest parent (40 dummies), family income (interacted with cohort fixed effects), low-income dummy (interacted with cohort-fixed effects), top-coded income dummy (interacted with cohort fixed effects) and dummy for insufficient income data (interacted with cohort fixed effects). For a detailed explanation of the construction of the urbanization measure or the family controls, see section III. Column 4 excludes children who are not enrolled in any form of tertiary education three years after graduating. Column 5 excludes all children who moved municipalities during school going age. Column 6 limits the sample to the cohorts born between 1994-1998, in line with the baseline sample of table II. Column 7 removes all parents for whom uncertainty exists about the education level of one or both parents. Column 8 adds municipality-fixed effects for the municipality in which children live at age 11 (430 dummies), whereas column 9 adds province fixed-effect for the province in which children live at age 11 (12 dummies). Column 10 instruments for modern densities (based on 1995 population distribution, see Appendix B) with historical densities. Columns 1-9 are estimated by OLS, column 10 by 2SLS. First stage results of column 10 are reported in Appendix C3. For all columns apart from column 10 the standard errors are clustered on the municipality level.
C.3 Instrumental Variable (IV) first stage

Figure C3.1 displays the population densities of Dutch municipalities in 1840. The number of municipalities (1340) is relatively large compared the modern day number of municipalities (400). The map below is used as input to construct the IV-measure, namely the number of individuals in 1840 living within 10 kilometers of all current zip codes using the procedure outlined in Appendix B. Notice that I make the implicit assumption that the population in 1840 was spread homogenous across the municipalities, as I only have the 1840 population statistics at the municipality level.

Figure C3.1: Population density per municipality in 1840.
Note: When calculating the densities based on the 1840 population map, I implicitly assumed that population is spread homogenously within municipalities. Notice that The Netherlands contained a substantial larger amount of inland water compared to the contemporary Netherlands, due to the land reclamation programs in the 19th and 20th century.

Figure C3.2: Urbanization measure based on 1840 population distribution

Note: The map displays the urbanization measure for each zip code (log of number of people living within 10km), based the 1840 population distribution. See appendix B for the construction of the measure and Figure C3.1 for the 1840 population distribution. The grey areas have an urbanization measure below 8. The grey mass in the center of the Netherlands consists of land that has been reclaimed since the 1840’s, and hence had very few to no individuals living with 10 kilometers in 1840, as can be also seen on figure C3.1.
Table C3: First stage of regressing urbanization based on the 1840 densities on contemporary urbanization measure (based on 1995 densities).

<table>
<thead>
<tr>
<th>First stage</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Urbanization based on 1840 densities</td>
<td>0.635***</td>
</tr>
<tr>
<td></td>
<td>(0.0045)</td>
</tr>
<tr>
<td>F-statistic</td>
<td>2349.94</td>
</tr>
<tr>
<td>R²</td>
<td>0.58</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>628.396</td>
</tr>
</tbody>
</table>

Note: First stage of 2SLS regression of baseline urbanization measure (based on the 1995 population distribution) on the historical urbanization measure (based on the 1840 population distribution).

D Application of Chetty & Hendren (2018) identification strategy

One way to achieve causal identification and to deal with endogeneity concerns is to employ the methodology of Chetty & Hendren (2018), using families who move between regions for identification. The key identifying assumption is that within the groups of families moving between pairs of regions, the age of children at the time of the move is orthogonal to potential outcomes of children. As such, identification can be achieved by comparing the differences in outcomes for children who moved at different ages between regions. Appendix D.1 develops a formal framework to achieve identification under the assumptions of Chetty & Hendren (2018).

In line with Chetty & Hendren (2018), I analyze the subgroup of individuals who move more than a certain distance exactly once (100 miles in Chetty & Hendren (2018)). Crucially, the Dutch data allows for testing of their identifying assumption to some degree, as relatively early measures of cognitive ability are available. Unfortunately, the data reveals that the Chetty & Hendren (2018) assumption does not appear to hold well in the Dutch context. Figure D1 shows the number of families who move once a distance of at least 50 kilometers by age of the children, as well as the average end of primary school test score. As can be observed, both the number of movers (panel a) as well as the average test score (panel b) fall sharply as the age of the child at the time of the move increases. Particularly problematic is the decline in test score for the children who move between ages 12-16, as all these children took the end of primary school test before their move. As such, there appears strong evidence of a relationship between potential outcomes and the age of children at the time of the move in the Dutch context.

Table D1 in Appendix D2 shows that the results are very similar if I instead use families who move at least 20 kilometers once or who move at least 100 kilometers once. The decline in observed academic performance is substantial. Children who move at age 14/15 have an end of primary test
score between a third and half a standard deviation lower than children who move before the age of 12. As such, the identification assumption of Chetty & Hendren (2018), that the age at the time of the move is uncorrelated with the potential outcomes, does not appear to hold in the Dutch context. The most likely explanation is that mobility levels in the Netherlands (as well as in Europe in general) are much lower than in the US, and hence the movers are a far more selective subgroup. Appendix D2 provides some more detail.

Figure D1: Number of movers and average end of primary school test score by age of move

![Graph showing number of movers and test scores](image)

Note: Figure II (Left) indicates the number of families that moves by age of child for the cohorts born between 1994-1998. Figure III presents the median end-of-primary school test score for the children who do move. In line with Chetty & Hendren (2018), the figures are based on the subset of children who move once at least a certain amount of distance (100 miles in Chetty & Hendren, 2018). As the Netherlands is smaller, I instead limit the sample to the children who move once at least 50 kilometers between ages 6-16. The results are very similar when using a 20 or 100 minimum moving distance instead (see table D1 in the appendix).

D.1 Estimation model
The results in the main text show that individuals who grow up in rural communities invest less in education compared to their counterparts who grow up in cities, even conditional on observed academic ability and a wide range of parental characteristics. Nonetheless, it might be the case that families or children differ between rural and urban communities on some unobservable dimensions that are relevant for the educational decision of children.

In order to test the robustness of the results to such sorting on unobserved variables, I attempt to employ a second estimation strategy using the approach of Chetty & Hendren (2018). Their key identifying assumption is that the families that move between any pair of regions are a (highly) selective subgroup, but that within the group of movers, the age of the child at the time of the move is uncorrelated with the potential outcomes of the children. Chetty & Hendren (2018) show in the
US context that this assumption seems to hold up quite well and their results are highly robust to different variations on the estimation strategy.

Under the identifying assumption of Chetty & Hendren (2018), I can consistently estimate the effect of urbanization on educational outcomes. Equation D1 below is a slightly modified version of equation (6) of Chetty & Hendren (2018).  

\[ P(\text{attends university})_i = \sum_{s=1989}^{1996} I(s_i = s)(\alpha_1^s + \alpha_2^s \cdot \text{urbanization}_o) + \sum_{m=6}^{16} b_m \cdot I(m_i = m) \cdot \Delta \text{urbanization}_{od} + \epsilon_i \]  

(D1)

The first term includes a cohort-fixed effect as well as a cohort-specific coefficient for the degree of urbanization in the place of origin. The second term captures the effect of moving itself, which includes the disruption caused by the move which might be age-dependent. The third term crucially captures the effect of moving to a more or less urban area relative to the origin. The estimates of \( b_m \) capture two effects: sorting into more urban areas and the effect of exposure to an urban environment. Formally

\[ b_m = \beta_m + \delta_m \]  

(D2)

Where \( \beta_m \) is the effect of spending 17 – m years in an environment that has a log-point higher density and \( \delta_m \) reflects sorting into the city \( \frac{\text{Cov} (\Delta \text{urbanization}_o, \epsilon_i)}{\text{Var} (\Delta \text{urbanization}_i)} \) at various ages. The key assumption of Chetty & Hendren (2018) is that the age at which families move is orthogonal to the potential outcomes of children, which implies that \( \delta_m = \delta \) for all ages \( m \). As a result, one can obtain the effect of one more year of exposure to an area one log-point denser as \( \gamma_m = b_{m+1} - b_m \). In essence, the estimation strategy uses differences in exposure to more/less urban environments for children to identify the causal effects of places. As the effect of living in a city may depend on a child’s age, the estimation strategy allows \( \gamma_m \) to vary with age.

D.2 Identification assumption in the Dutch/European context

How sensible this identifying assumption is in the Dutch (or European) context is unclear a priori and needs to be tested. In general, the levels of mobility are substantially lower in Europe compared to the US (both within countries as well as across countries), which means that the group of movers might be more selective. Fortunately, the data allows for the testing of the identifying assumption.

37 The modifications reflect that we are not interested in the convergence of movers to the population average of the destination, but instead are interested in a specific characteristic of a receiving region, namely urbanization.
to some degree. In particular, I can analyze the group of children who move at ages 12 or older, which is after children finish their primary school, and analyze whether observed characteristics vary with the age at the time of the move.

Table D1 provides the numbers of movers, as well as the mean end-of-primary school test score for the groups of children who move exactly once a distance of at least 20, 50 or 100 kilometers.\textsuperscript{38}\textsuperscript{39} The results show a steep decline in both the number of movers, as well as the average and median test score. This decline is substantial: the average test-score of children who move at the age of 15 is about 40% of a standard deviation lower compared to children who move at the age of 12 at all three minimum moving distances. This decline is highly significant, and it hence appears that the age at the time of the move is related to the potential outcomes of children in the Dutch context.

Furthermore, the number of children who move at a given age drops rapidly with the age of moving, which suggests that parents do seem to take the age of their children into account when they move. Figure D1 shows the same results graphically for the families that move at least 50 kilometers. Hence, the Chetty & Hendren (2018) method is thus not suitable as identification strategy in this particular context.

Table D1: number of observations and end-of-primary school test score by age of move

<table>
<thead>
<tr>
<th>Age of Move</th>
<th>Moved &gt; 20km</th>
<th>Moved &gt; 50km</th>
<th>Moved &gt; 100km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Movers</td>
<td>Mean Test Score</td>
<td>Number of Movers</td>
<td>Mean Test Score</td>
</tr>
<tr>
<td>Moved aged 6</td>
<td>6710</td>
<td>536.6</td>
<td>3984</td>
</tr>
<tr>
<td>Moved aged 7</td>
<td>5807</td>
<td>536.6</td>
<td>3359</td>
</tr>
<tr>
<td>Moved aged 8</td>
<td>5188</td>
<td>536.5</td>
<td>3026</td>
</tr>
<tr>
<td>Moved aged 9</td>
<td>4791</td>
<td>536.5</td>
<td>2866</td>
</tr>
<tr>
<td>Moved aged 10</td>
<td>4183</td>
<td>536.3</td>
<td>2560</td>
</tr>
<tr>
<td>Moved aged 11</td>
<td>3488</td>
<td>535.4</td>
<td>2014</td>
</tr>
<tr>
<td>Moved aged 12</td>
<td>3574</td>
<td>535.7</td>
<td>2025</td>
</tr>
<tr>
<td>Moved aged 13</td>
<td>2605</td>
<td>533.6</td>
<td>1460</td>
</tr>
<tr>
<td>Moved aged 14</td>
<td>2591</td>
<td>533.1</td>
<td>1444</td>
</tr>
<tr>
<td>Moved aged 15</td>
<td>3167</td>
<td>531.9</td>
<td>1680</td>
</tr>
</tbody>
</table>

Note: All figures based on cohorts born between 1994 and 1998. Moved age 6 means a child moved between his 6\textsuperscript{th} and 7\textsuperscript{th} birthday. Figures refer to the number of movers and test-scores for the groups of children who move exactly once at least 20/50/100 km between ages 6-16. For reference, the standard deviation on the individual level on the test is 9.7 (see table 1).

\textsuperscript{38} The use of individuals who move a single time is in line with Chetty & Hendren (2018). The difference is that Chetty & Hendren (2018) uses individuals who move exactly once a distance of more than a 100 miles, whereas here I use a lower bound of 20/50/100 kilometers to reflect the smaller size of The Netherlands.

\textsuperscript{39} A small group of individuals (0.23% of the sample) moves across municipalities more than 3 times between ages 6-16. In line with Chetty & Hendren (2018), I exclude these from the sample.