CPB Document

No 60
June, 2004

Capacity to spare?
A cost-benefit approach to optimal spare capacity in electricity

production

Mark Lijesen and Ben Vollaard



CPB Netherlands Bureau for Economic Policy Analysis
Van Stolkweg 14

P.O. Box 80510

2508 GM The Hague, the Netherlands

Telephone +31 70 338 3380
Telefax +31 70 338 33 50
Internet www.cpb.nl

ISBN 90-5833-176-8



Abstract in English

The Dutch government considers to contract spgyaaity as a safety net to prevent black-
outs. The study tries to answer the question omfitienal size of the safety net, using a social
cost-benefit approach.

The outcomes of this study suggest that the etétgtnarket will not generate sufficient
capacity to reach the social optimum. The optimuay tme reached by contracting an
additional 450 to 1,220 MW of spare capacity. Thadwidth reflects uncertainty about the
expected level of competitiveness in the markethit level, 9,000 to 16,000 MWh per year
will remain unserved. This is two to three times turrent amount, or 0.02 percent of annual
demand. It is possible to complement spare capegoitiracts with other instruments that

guarantee security of supply, such as extensioimdrt capacity.

Key words. Electricity, security of supply, cost-benefit analysis

Korte samenvatting

De Nederlandse overheid overweegt om TenneT resmpeeiteit te laten contracteren als
vangnet om stroomuitval te voorkomen. Deze studibeert te bepalen hoe groot een dergelijk
vangnet moet zijn, gebaseerd op een analyse varadischappelijke kosten en baten.

De uitkomsten van deze studie geven aan dat hevareelfsprekend is dat de
elektriciteitsmarkt uitkomt op het sociale optimubde belangrijkste reden voor het niet
bereiken van dit optimum is dat prijzen nu onvolude fluctuaties in de schaarste van
elektriciteit volgen (afwezigheid van zogenaamdaltime’ electriciteitsprijzen). De overheid
kan ingrijpen door TenneT additioneel 450 tot 1.248V aan reservecapaciteit te laten
contracteren. Deze ruime bandbreedte reflecteeshdekerheid over de te verwachten mate
van concurrentie op de markt. Bij die capaciteitdt®.000 tot 16.000 MWh aan elektriciteit
niet geleverd, wat ongeveer 2 tot drie maal zo iseals er nu verloren gaat door
netwerkstoringen, ofwel 0,02 procent van de totadag. Het is mogelijk om de contracten
Voor reservecapaciteit in combinatie te gebruiken net verhogen van importcapaciteit.

Seekwoorden: Elektriciteit, leveringszekerheid, kosten-batenanalyse

Een uitgebreide Nederlandse samenvatting is bdsahikvia www.cpb.nl.
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Preface

Security of supply in a liberalised electricity rker remains an issue of great interest, both to
policymakers and researchers. Clearing of thergdégtmarket is hampered by inflexibility of
demand to respond to fluctuations in scarcity e€gilcity supplies. Reserve contracts have
been put forward as a short-term fix for this pesbl In this case, the government contracts
spare generation capacity from electricity prodsi¢erbe used only in cases of near-outages.

In an earlier study, “Energy Policies and RisksEmergy Markets”, CPB concluded that
keeping spare capacity in electricity markets usingh reserve contracts is a very expensive
way of securing supply. The same study statedtiigaéconomic viability of reserve contracts
depends on the magnitude of the spare capacitydvwalithble. The current study studies the
level of spare capacity at which the costs of plulicy measure are equal to the benefits of
avoiding outages to society.

This study is conducted by Mark Lijesen (projeetder) and Ben Vollaard, under supervision
of Marcel Canoy, Casper van Ewijk and Machiel Muldéhe project team would like to thank
several persons for their valuable contributiomsidt Rolink and Jaco Stremler from the

ministry of Economic Affairs intensively guided tpeoject. Frank Nobel from TenneT offered
both valuable comments to preliminary results argtedd as a valuable source of information.

A steering committee from the Ministry of Econonaiffairs composed of Bert Roukens,
Klaas-Jan Koops, Erik Sieders, Jaccomien van Beek,Wilbrink, Emiel Rolink and Jaco
Stremler provided us with highly useful commentsaorearlier version of the report. We thank
them all for their useful contribution. The respibiigy for this report is, of course, entirely

ours.

F.J.H. Don
director






Summary

Policy background

The move to a liberalised electricity market hafteth capacity planning from the central level
to electricity producers, implying that securingpgly is primarily a matter of market parties.
Triggered by several electricity outages in regears (in the USA, Canada, Italy, Greece,
England and Denmark), concerns have arisen whetheket forces are able to provide
customers with the level of reliability that thegrdand. This poses the question if, and at which

magnitude, governments should intervene in elégtnmarkets to secure supply.

Against this background, the Dutch government ailyeconsiders a wide range of policy
options, including measures to improve the worlohgharket mechanisms, measures to
increase demand response and measures to indneam@dount of spare capacity available in
the market. Some of these policies take a conditeeeanount of time to implement. The more
S0, since there is little practical experience wlith necessary sweeping changes in

infrastructure and the institutional framework.

The Netherlands Ministry of Economic Affairs haged the CPB Netherlands Bureau for
Economic Policy Analysis to analyze the costs asffits of one particular option that can be
implemented on short notice: reserve contracts éetvthe government and electricity
producers. These contracts involve spare generadipacity that is only called upon in times of
severe capacity constraints. The Transmission By§tgerator TenneT, responsible for
keeping the nation’s electricity system up and mignalready holds a small amount of reserve

capacity, supplemented with an amount of resemmgmbit capacity, for this purpose.

The reason that the government wants to stepguaoantee security of supply, lies in the key
uncertainty in this market in transition. It is legr to what extent the market is able to
guarantee sufficient capacity. The price mechaisstinwarted by the fact that consumers
cannot be charged in real time and hence canngt #usir consumption pattern in case of
capacity constraints. In turn, this market failteduces incentives by firms to invest in extra

capacity.

Both the introduction of real time pricing (whichnot possible in the short run) and enhanced
competition (which also takes time) will make thi®blem vanish in the future. The reserve
contracts are therefore a temporary solution iatgaf

Approach
A major challenge for any analysis into the seguwftsupply is the uncertainty about the
frequency at which electricity supply disruptionsl wccur. We are able to use data on



stochastic elements in demand and in the avatloficapacity, but such data still contain
many uncertainties. We address these uncertalnjie$viding the analysis into two stages.

First, we compute a ‘break-even frequency’: thigisfrequency of occurrence of an electricity
outage at which theosts of contracting spare capacity are equal tobrefits of avoiding that
outage through these reserve contracts — an agpdeaeloped in De Joodtal. (2004). The
break-even frequency turns out to be independent the scale of the crisis: the costs and
benefits of preventing outages of different sizeséase at the same rate.

Second, we compare the computed break-even freguemxpectations about the frequency at
which the outage is likely to occur. The expectedjfiency of an outage is likely to decrease
with the scale of the crisis, as larger crisedess likely to happen than small ones. The
expected frequency of a shortage of capacity ctengfsstochastic elements and “flexibility
factors’. Stochastic elements are fluctuationsdmdnd and (the availability of) supply. We
define flexibility factors as mechanisms in plagetunteract these shortages, such as
emergency imports and emergency capacity. The peabmstrument, reserve contracts, also
provides a form of emergency capacity.

Thus we have a constant frequency at which thes @stequal to the benefits of preventing a
specific crisis. And we have an expected frequeridhat crisis that decreases with the scale of
an electricity outage.

The optimal amount of spare generation capacibetoontracted is found at the point where
the expected frequency and the break-even frequawingide. This is the expected frequency
of a crisis for which the costs of contracting gpeapacity are equal to the benefits of the
outage avoided.

The advantage of using this two-stage approadtaisit makes a distinction between an
outcome derived from relatively certain data anmhdial outcome based on data containing a
larger amount of uncertainty.

Notice that the calculated optimal capacity shaudtibe interpreted as a forecast. Rather, it
provides an order of magnitude and identifies tiye lincertainties.

Reserve contracts: how they work and what they cost

The Transmission System Operator (TSO) contracsatipnal reserves from producers. These
reserves are then taken out of the regular maakdhey can no longer be used for generating
electricity for the regular market. A system of e bidding ensures efficient pricing, and the
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costs of keeping spare capacity are charged taiocmrs using the system fee. In case of an
emergency, the TSO orders the spare units to ipatdised.

The costs of having reserve contracts consist gifalacost of keeping spare capacity and social
costs following from price effects. We derive ttepital costs from investment costs for
modern closed cycle gas turbines. Discounted taléte of commissioning, total investment
costs amount to 794 euro per KW. This implies tagg return on capital of 10 percent,
keeping 1 KW of capacity in reserve comes at aualheost of 79.40 euro, which boils down

to an annual average present value of 4.2 millimo @er 100 MW. On top of that, retaining
transport capacity for natural gas incurs annuataye costs (present value) of 0.2 million euro
per 100 MW of spare capacity.

The TSO pays the producers for holding spare cgpant passes on the costs to end-users
through an increase in the system fee. The inclieabe system fee implies an increase in end-
user prices, causing two effects. First, end usgtsce demand because of the price increase.
This reduction is a welfare effect in itself. Sedpthe commodity price is likely to be lower in
reaction to the decrease in demand. The combirfedté$ that not all costs are passed on to
consumers, while some welfare is lost due to ag#eser in demand. Foreign producers follow
the decrease in the commodity price, so that avalfare transfer from abroad takes place.

Electricity outages: their occurrence and costs

The benefits of spare capacity occur only in cdsearisis and are equal to the prevented costs
of outages. If all lines of defence have failedyiit become impossible for supply to meet
demand. This will have serious implications for &mtire system, as it can no longer be
balanced, implying the risk of a system break-doWire only thing the TSO can do under these
circumstances is to disconnect groups of users fhemmet, to bring down demand through
rationing. Disconnecting takes place on a regibaais and we assume that the TSO does not
apply any regional or other priorities when disoecting groups of users.

We define a crisis as a one-hour outage at peatshathout advance notice and assume that
the size of the black-out is infinitely divisibl€he estimates of SEO (2004) are the best
available estimate of outage costs for the aveageh electricity customer. The focus and
approach of SEO (2004) provides the best fit wihaim of our analysis. The outcomes
suggest a willingness to accept a one-hour outh§esaro for households and 52 euro for
business consumers. For an average group of hddsedral business consumers with a
combined peak demand of 100 MW, this boils dowa fwesent value of 0.3 million euro for

every crisis.
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The frequency at which reserve contracts break-even

Combining average annual costs of spare capacitytive benefits of avoiding a crisis yields
the break-even frequency. If a disturbance of, 89, MW occurs for 14 hours per year, it
turns out to be economically viable to build 100 M\spare capacity. The break-even
frequency of this crisis is once every 0.07 ye@hss may also be expressed as its inverse,
amounting to 14 outages per year. As we have prextbbutages to last for one hour, we find
the break-even frequency to be equivalent to & 66th4 hours of electricity supply disruptions
a year.

The expected frequency of electricity outages

The break-even frequency has to be confronted twétexpected frequency of outages, which
depends on unexpected variations in demand, unegeariations in the availability of
capacity and several ‘flexibility factors’ such@mergency imports. Deviations from average
demand may occur for all sorts of reasons. Theleeas likely to influence electricity

demand, as are broadcasts of special events mistete Furthermore, supply interruptions

may drive up spot market prices and thus influetermand. Apart from these clear-cut reasons,
electricity demand is also influenced by minor égeand coincidence.

We make a distinction between expected and unesgeletmand variations. The latter are of
more importance to our analysis, as expected depeaks are likely to be flattened by price
increases on the spot market. On this market,reitgtis traded 24 hours in advance of actual
delivery. In our empirical analysis, we find thatexpected demand variations may be
described by a normal distribution, with mean 0 arsfandard deviation of 632 MW.

Similarly, the frequency distribution of the unegpel unavailability of capacity is important
for our analysis. Our empirical results suggest the unexpected unavailability of capacity is
best described by a truncated normal distribufidre underlying normal distribution has mean
22 MW and standard deviation 847 MW and is truntaieO.

The most obvious line of defence against shortagasvell-functioning market is the price
mechanism. If scarcity arises, prices rise and wmess respond by decreasing demand.
Furthermore, the price mechanism also rewards perdifor keeping capacity available to
serve demand at higher prices. Given the distinutiescribed earlier and the short run demand
elasticity derived in this study, we calculate timtimal level of privately held spare capacity
from a producer’s point of view to be 2,100 to 3@W on top of average peak load,
depending on the level of competitiveness of thekata
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Before we arrive at the optimal magnitude of sgagacity, we assess the magnitude of the
currently available flexibility factors. These c@if a guaranteed level of 300 MW of
emergency imports and an equal amount of contraatestgency capacity, summing up to 600
MW.

The optimal size of spare generation capacity

Comparing the expected frequency to the computedikseven frequency and taking into
account the presence of 600 MW of flexibility fastowe find that the optimal size of
additional spare capacity contracted by the TS©®die450 to 1,220 MW. The bandwidth
reflects uncertainty about the expected level ofgetitiveness in the market. At this level of
security, the amount of electricity not served tlueutages amounts to 9,000 to 16,000 MWh,
or roughly 0.02 percent of total demand. Sensitigitalysis shows that this outcome is robust
to changes in the main inputs of the analysis. diiteomes are fairly sensitive to assumptions
on the competitiveness of the market. A closeryaigbf these figures may serve to increase
the robustness of the outcomes presented herdefFunadre, the sensitivity suggests that
increasing the competitiveness of the market priybiata cost-effective measure to increase
supply security.

Note that our result is based on the instrumemnésédrve contracts implying that spare capacity
is placed outside the market and left idle. Thigrisexpensive but certain way to ensure supply
security. If a more cost-effective way can be fouadligher level of supply security may be
reached at equal or even lower costs. Increasighhbre of transport capacity that is reserved
for emergency imports may provide such a cost-&ffeavay. Further research may be aimed
at giving a thorough quantification of the costgto$ option, as well as other alternative

measures.
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1.1

1.2

Introduction

Background

Supply security of electricity has been taken f@nged in the Western world for many years.
The confidence of a secure supply of electricitydanly shattered with the occurrence of the
California crisis in 2001. Soaring wholesale priaedling black-outs and even more near-
black-outs focussed the world’s attention on thimerability of the electricity system. Recent
outages in the US, Canada, England, Denmark, Geret#aly have emphasized the
importance of electricity for modern day societyiggered by the occurrence of major
electricity blackouts, concerns have arisen whetteket forces are able to provide customers

with the level of reliability that they need.

The move to a liberalised market has induced aedser of available generation capacity. The
(mostly-idle) domestic capacity in excess of averpgak load is expected to decline from 22
percent in 2003 to 9 percent in 2010 (TenneT, 200&)e newly liberalised electricity market
succeeds in bringing together demands of custoametservices of suppliers efficiently, the
decrease in spare generation capacity is an effioesponse to market signals. Indeed, the
inefficiently high level of spare capacity was afdhe reasons for introducing reforms in the

electricity market in the first place.

Policy makers want to make sure that the gain$ficiency are not offset by welfare losses
because of black-outs. Several instruments ardad@ito policy makers. The Dutch
government currently looks at measures to imprbeenorking of market mechanisms, to
increase demand response and to increase the anfaagacity available in the market. A
priori the latter solution is regarded as ineffitiebut it is easier to implement on short notice.
The Dutch government currently considers the usoafalled reserve contracts to assure a
sufficient level of spare capacity. CPB analyzesdbsts and benefits of such a transition
policy, and provides an order of magnitude of theded capacity.

An economist’s view

Economists tend to look at markets as efficienthmatsms to secure welfare maximising
outcomes. In this view, government interventioonngy beneficial to welfare is markets fail.
What type of market failure justifies public intention in the electricity production market?
The key problem in the case of electricity is tiae-varying demand has to be met at any

instant whereas supply may be limited in the shartby capacity constraints.
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The combination of time-varying demand and fixedrshun supply is not as unique to
electricity as some people in the field of eledtyitend to think. All services are non-storable
and many of them have fluctuating demand over tlinmon examples are transport and
medical services. Problems relating to time-varydegiand and fixed short-run supply are
associated to external effects, more specificallyangestion externalities. Adding one unit of
demand above a certain threshold level has a wegatpact on the quality of the good for all
users. The marginal customer is therefore not euafgr all the costs he incurs. In the case of
electricity, an increase in demand beyond availabfcity levels increases the probability of a
black-out, thus imposing outage costs on all users.

The natural reflex of an economist to externaliigesither pricing or granting (tradable)
ownership rights. Taxing externalities at the levethe costs they incur (Pigouvian taxation) is
the optimal way to either dampen demand, increapadity or both. If all externalities are
internal to the market at stake (i.e. users imposts on each other, as is often the case with
congestion), Pigouvian taxation is unnecessarypaat load pricing will suffice to reach the

optimal outcome.

In its current lay-out, the electricity market @ady has peak load pricing in place, through the
spot market and through the unbalance pricing nrésha One of the problems here is that
many consumers do not observe real-time priceshande cannot react to them. Modern
techniques may be used to solve this problem,Hasge solutions are costly and will take time

to implement.

In order to understand the pricing mechanismseéreiectricity market, let us devote some
attention on how electricity is traded. The lioalgare of electricity is traded through bilateral
contracts between end users and suppliers. Tlee &tt generally referred to as load serving
entities. Some 15 percent of electricity is tradedesold at the spot market. At this market,
performed in The Netherlands by the Amsterdam P@&xehange (APX), buyers and sellers of
electricity bid their offers 24 hours ahead of dedy. Prices are set on an hourly basis. After the
spot market has closed, trade volumes for theviatig day are known. Load serving entities
report their total trade volumes, consisting o&tgtal contracts and spot market trade, to the
TSO. Each load serving entity is responsible foviag as much load into the network as it
takes from the network. If the load serving entibes not succeed, this causes unbalance.

If an unbalance arises, the TSO deploys so catigdlatory reserves. These reserves consist of
regular capacity, kept ready to retain the baldritiee owners of these reserves bid their
capacity into a single buyer market. The TSO ortleesids from low to high priced ones and
deploys the units in this order if necessary. uhé if capacity is used to retain balance, the

Tt may also consist of demand agreed to be lowered.
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owner of the unit is paid the unbalance price, Whicpaid for by load serving entity causing
the unbalance. Other than the spot market priesytibalance price is a real-time price.

An alternative to pricing is keeping spare capaaitgilable for emergencies. It is important to
use this capacity in case of emergency only, otisermarket outcomes are likely to be
distorted, because the public capacity will crovut{orivate capacity. Our next question
should be at what level to keep this capacity.#eshiox below shows, three economic

characteristics play a role here: differences efgrences, economies of scale and pooling risks.

On-site backup power versus centralised reserves

Spare capacity may either be held at a central level or on the customer’s premises. Apart from technical considerations
(response time, network lay-out), three economic issues arise; differences in preferences, economies of scale and

pooling risks. The latter two are strongly interrelated.

Let us turn to differences in preferences first. Different consumers desire different levels of supply security. As it is hard
to differentiate products in the current institutional framework, this implies that a centralised system of spare capacity is
bound to over-secure some customers, whereas other will feel the need to install additional back-up capacity. This lifts

the total level of supply security above the social optimum.

This problem can be overcome if all spare capacity is built on-site, leaving room for an optimal allocation of capacity
over customers. On-site back-up power is however less cost-efficient for two reasons. First, it is cheaper for electricity
companies to increase the reliability of the system because of economies of scale, in terms of investment but also
operations (Serra and Fierro, 1997). Second, back-up capacity, like many insurance goods, may benefit from pooling
risks. A central generating unit may provide back-up power for customer A on one day and for customer B on the other,
whereas on-site back-up would require the same amount of capacity on both locations. The efficiency gains from
pooling risks depend on the probability that crises occur simultaneously. The smaller this probability, the larger the

potential gains from pooling.

The above implies that on-site back-up power offers the possibility of adhering closely to customer’s preferences, but
centralised back-up is more cost-efficient. Product differentiation in the form of priority pricing (Strauss and Oren, 1993)

or capacity subscriptions (Doorman, 2003) offers the opportunity to combine these advantages.

The discussion on differences in preferences antingprisks applies to a higher level of
aggregation as wellShould a country strive for autarky, or pool rigkighin the framework of
UCTE, a union of 22 European countries with synola®d transmission networks? The latter
is far more appealing as the sheer size of the Udiflally guarantees advantages from
pooling, since the incidence of a combined crisithe entire UCTE-region is negligible.

1.3 Research question

Against the background of the uncertainty aboutibtimal level of spare generation capacity,

the Ministry of Economic Affairs has asked CPBdok into the following question:

2 Scale economies are likely to be exhausted at the national level.
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1.4

What are the costs and benefits to society of maintaining spare capacity and what is, from the
perspective of costs and benefits, the socially optimal level of spare capacity?

This question focuses on the optimal level of spaeacity, ignoring the question whether an
electricity only market will be able to achievestevel. The latter question is posed implicitly
by narrowing down the question to the public reslmility in maintaining spare capacity.
Furthermore, we add the instrument of reserve aotgrto the question.

What is the socially optimal level of spare capacity to be contracted by the government through

reserve contracts?

If an electricity market is capable of reaching soeially optimal level by itself, the answer to
the second question would obviously be “none”. Nbg this does not imply that arriving at
the answer “none” means that an electricity onlykaareaches the optimum by itself. It
merely implies that the costs of adjusting the raadutcome are higher than the benefits.

Scope of the study

We focus on the availability of electricity genéoatcapacity. Therefore, we limit the analysis
to power outages that are the result of a lackeokgation capacity. Clearly, there are other and
more common causes of outages, including techpicddlems in the transmission and
distribution network.

Additionally, we focus on spare generation capaa#tya way to improve reliability of
electricity supply. As stated above, the questatiwhat level the benefits of maintaining
spare capacity exceed the costs. Other ways obwing reliability exist, such as increasing
import capacity or increasing demand responseddaes. Most of these policies will only
work in the medium term. Given the short term pecgpe of this study, a focus on spare
capacity is justified.

Finally, we limit the analysis to blackouts. Browuts, such as fluctuations in voltage are
outside the scope of this study.
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2.1

2.2

Framework

Introduction

This chapter describes the framework used in thidys Section 2.2 briefly describes the
general framework for cost-benefit analysis, whithe basis for our more specific

framework. An important complication in analysingfipies directed at supply security is that
they refer to uncertain future events. As a conseqe, expected efficiency of policies depends
on the expected probability of those events. Faligvour earlier studies on this subject (De
Joodeet al. (2004), Lijesen (2004)), we compute break-evequdencies (section 2.4). Section
2.5 discusses the relationship between the sitgeaheasure and the size of the event it tries to
prevent, followed by a discussion of the factoredaining the expected frequency of shocks

in section 2.6.
General framework of cost-benefit analysis

Costs and benefits of a policy option are genemsdbessed by comparing a situation with the
policy in place to the situation world without ihé no-project alternative). The difference
between these alternatives is analysed againgiattiegground of one or several economic
scenarios or base-lines. A cost-benefit analysisfatiow the following steps®

Definition of project alternatives and the no-putjalternative

Definition of base-line scenarios, based on lomgiteconomic scenarios and predefined risks
Analysis of energy market effects

Calculation of indirect effects using a macroecoioamalysis

Calculation of external effects

Determination of distribution effects.

The results of these steps constitute the entsts@nd benefits of the project alternative
compared to the no-project alternative. These t&sah form an input in the decision-making

process.

The distinction between direct and indirect effeetguires some attention. Direct effects are
defined as those effects following directly frone fholicy measure. More specifically, we
define direct effects as the effects of a policyamee in the specific energy market it is
directed towards. These effects may expand to atiaekets. Consider a price increase in the
electricity market. The increase affects the redafirice of production factors, changing the

3 See Eijgenraam et al. (2000) for a general framework and De Joode et al. (2004) for a framework more specifically tailored
to the analysis of supply security policies.
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cost price of all products for which electricityused in the production process, as well as the
use of other production factors. This may in tuife relative prices of both consumer goods
and the other production factors and so on. Sontieeciindirect effects are merely
redistributions of welfare, or transferred direffeets.

Indirect effects may be actual welfare effects a$i,for two reasons (Eijgenraam et al., 2000).
First, distribution effects may cross borders, sayusational welfare effects. Second,
distribution effects may stimulate (or hinder) esonic activity in markets that are subject to
market failure. Let us again consider the casdeaaftigcity prices to illustrate the second point.
If all markets were perfect markets, the demanstieity would reflect all the effects of a price
increase, so that the direct effect would exaaflyat the effect on the economy as a whole, i.e.
the indirect effect would be zero. This impliesttiiave observe a non-zero indirect effect, we
may assume the presence of a market faflure.

Definition of direct and indirect effects:

Direct effects are the effects of a policy measure in the specific energy market it is directed at.

Indirect effects are effects that do not relate directly to a policy measure, but follow from its direct effects.

2.3

We calculate indirect effects in this report us@igB’s general equilibrium model Athena.
Athena predicts the effect of a policy measure se@urity of supply crisis for the national
economy as a whole. The difference between thédéfect and the direct effect then
constitutes the indirect effect, which may be eithesitive or negative.

The role of uncertainty

A general feature of disruptions of energy supplthat they come unexpectedly. The chance of
their occurrence depends on several factors, omr sfiwhich we have to use data containing
many uncertainties. The reasons that these uncgetarise are twofold: First, data on some of
the factors, especially detailed data on demaradufltions are available for one year only.
Second, the electricity market is a market on items implying that many features of the
market are likely to change in the near future, imgit hard to produce exact quantitative
predictions of future developments.

To account for these uncertainties, we follow a-stege approach. In the first stage, we follow
the approach used in De Joad@l. (2004). This stage produces a fairly robust outsonased
on insights into the costs and benefits of thegyatieasures. In the second stage, the result of
the first stage is confronted with expectationgt@noccurrence of crises, containing uncertain
elements. The advantage of using this two stageoapp is that a distinction is made between

* The entire line of reason holds for government failure as well.
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fairly robust elements and elements that contdamger degree of uncertainty. This allows the
reader to keep this distinction in mind in the iptetation of our result.

The approach used in the first stage avoids thepatation of probabilistic outcomes, by
computing ‘if-then’ outcomes. These outcomes aea tirsed to compute ‘break-even
frequencies’, the (decrease in an) expected frexyueha certain scenario at which net benefits

are exactly zero.

2.4 Computation of break-even frequencies

We use the methodology developed in De Jab@é (2004), which avoids the problem of
having to quantify the effects of a large numbepagsible crises, each of which has a small but
unknown probability. Rather than trying to quantifiese effects and their probabilities, De
Joodeet al. (2004) compute the effects of a single crisis emfront the benefits of avoiding

that crisis with the average annual costs of tHeypoption aimed at preventing the crisis. This

results in the computation of the break-even fragyewhich is defined below.

Definition of break-even frequency:

The break-even frequency is defined as the frequency of occurrence of a predefined crisis at which the present value of

the costs of the policy option exactly equal the present value of its benefits.

In mathematical terms, the break even frequency is defined as:

.
Ct b dj
P = T
| é(l"'r)t/(l"'r)TIZ

where:

P; break-even frequency for crisis i

di damage caused by crisis i

b, fractional decrease in d;, with 0<bi<1
c; costs of policy at time period t

r  discount rate

T time span of the policy

Break even frequencies as defined above have a tfzditi has to be compared to expectations
on the frequencies of the crisis defined. It witea be impossible to give an exact numerical
outcome for the expected frequency, but a well-flmthestimate will often be sufficient to
judge the welfare effects of the option. If thedkeven frequency of the crisis is lower (higher)
than the expected frequency, the welfare effecteepolicy measure are negative (positive). If

the BEF is smaller than one, the crisis should pomare than once a year.
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2.5

We may illustrate the principle of the break-eveagtiency by an example taken from the
analysis in De Joodst al. (2004). They find that keeping a reserve margihpercent
through capacity markets incurs average annuas adsit48 million euro (discounted value).
The discounted value of the benefits, a preveragegklblack-out, equals 605 million euro. The
quotient of benefits and average annual cast4.10, implying that such a black-out should
occur every four year to render the policy econaihjoviable. If we were to expect a lower
frequency (e.g. once every 5 years), it would roéfficient to implement the measure.

Size of the measure and size of the shock

It is intuitively clear that a policy measure shibbk of the same order of magnitude as the
crisis it tries to prevent. This is something tefen mind when designing policy measures.
The order of magnitude is however also importath&analysis of policy measures. In De
Joodeet al. (2004) policy measures are generally consideredgaten size against the
background of a given crisis. The conclusion fransitivity analyses was that the break even
frequency was inversely proportional to the sizéhefcrisis; doubling the impact of the
prevented crisis leads to halving of the break dxeuency. The interpretation of the break-

even frequency also changes in this case; a largpes is less likely to happen.

The reasoning above may be illustrated graphicSilyppose we have some information to base
the expected frequency on. Expected frequenciearfpicrisis are likely to decrease with the
magnitude of the crisis. A crisis causing a shatafj20 percent is less likely to happen than a
crisis causing half of that effect. Moreover, expddrequencies decrease exponentially, as
larger crises require simultaneous occurrencesafts. This explains the curbed line in figure
2.1.

Suppose that we have a predefined policy measuheawiredefined crisis. Our computed
break-even frequency may then be represented Ioy Aan the graph below. Note that point A
is above the curve of the expected frequency, imglthat the policy is not efficient. If we
analyse the effect of a crisis that is twice agdathe break-even frequency is depicted by point
B, with a break-even frequency half of that of pain but still above the expected frequency.

® Note that this approach is equal to the approach in the formula in the box on the previous page, beit that both the
nominator and the denominator are divided by T.
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Figure 2.1

Frequency

Value and interpretation of break-even f  requency

Expected frequency

oA

Computed break
even frequencies

oB

Magnitude of crisis

Instead of keeping the scale of the measure carat@anchanging the size of the crisis, one may
also act the opposite way. This is especially udefuracking possible scale effects in a certain
measure. De Joode et al. (2004) illustrate thiatgmy analysing different levels of the same
policy measure (extending oil stocksThey find that smaller stocks have a higher chariice
being profitable if the crisis is smaller than thegest stock. If the crisis is sized such thateve
the largest stock would be depleted, the break-&egency is equal for each stock level. This
result suggests the absence of scale effects;l@aelof stocks prevents a proportional part of
the crisis and (dis)economies of scale are abgetiieocost side (i.dy in the definition of

break-even analysis is proportionaktp

In the particular case this research deals withcevapare similar policy measures of different
magnitudes. How can this be done within the franr&®d.ike in the previous case, we vary the
size of the measure to check for scale effectss fitme however, we do not vary the part of the
crisis that is preventedb(in the definition of break-even analysis), but $iee of the crisisd

in the definition of break-even analysisyhis implies that a policy measure to hold 10 patc
spare capacity should be confronted with a possitidés that may just be prevented by keeping
10 percent spare capacity. Likewise, a policy meathat involves a spare capacity percentage

& They also vary the duration of the crisis, but do not adjust the crisis to the measure.

” Comparing both policy measures with the same crisis would yield an unfair comparison. If the selected crisis were too large
to prevent with 10 percent spare capacity, the benefits of that policy option would be zero. Comparing the options on the
basis of a crisis just large enough to be prevented by the smallest policy measure, would yield an incorrect image of the
efficiency of the larger measure. After all, the policy is aimed at preventing a crisis twice as large, and its costs are much
higher because of that.
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Figure 2.2

Frequency

of 20 should be judged against a crisis that may/he prevented by having 20 percent spare

capacity.

If costs and benefits are linearly related to ike sf the measure and the crisis respectively,
this approach would yield a constant break-evequieacy. If costs (benefits) increase more
than linearly with the size of the measure (crigis® break even frequency increases
(decreases) with the magnitude. Expected frequeifiaieany crisis are likely to decrease with
the magnitude of the crisis, as we have seen eafie adjust figure 2.1 by replacing points A
and B by a line representing a continuum of paamts by letting the x-axis represent both the
size of the measure and the size of the crisizirEig.2 shows a horizontal line, implying the
absence of scale effects. Downward or upward siplries are also conceivable however.

lllustration of the derivation of the op timal magnitude of a policy measure

Expected frequency

Computed break
even frequency

i
|
Optimal magnitude i
|
|
|

Magnitude of measure and crisis

The optimal magnitude is found at the point wheqaeeted frequency and break even
frequency coincide. On the left hand side of thiénogl magnitude, the expected frequency
exceeds the break-even frequency. Benefits occue often than would be needed to make the
policy measure just viable, implying that beneditceed costs. An increase in magnitude up to
the optimal magnitude therefore coincides withrammeéase of welfare. At any point further to
the right, the break-even frequency exceeds thea&g frequency, suggesting that increasing

the magnitude of the measure is inefficient.
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2.6

Expected frequency: stochastic elements and fle  xibility factors

If the optimal magnitude of a policy measure liethe point where the break-even frequency
equals the expected frequency, it is importantimvk both numbers. The former was defined
clearly in section 2.4, the latter will be assedsetthe current section.

It is important to recognize that the expecteddey of a shortage of capacity contains
stochastic elements and so-called flexibility fast&tochastic elements are fluctuations in
demand and (the availability of) supply, causingriges in the first place. We define
flexibility factors as those mechanisms that cotagethese shortages, such as demand
response, producers’ own spare capacity and enargeports.

Let us look at the events that accompany a possifigage. Suppose demand is at an
unexpected high level, so that currently availatalpacity is insufficient to meetStThe
expected frequency of high demand and the (un)hitity of capacity may be derived from
the frequency distribution of similar events in teeent past. Monte Carlo simulations of both
events yield a combined frequency distributionleeting the expected occurrence of a

shortage.

If a shortage occurs, the first reaction will beirerease in the spot market price, causing
(some) users to bring down demand. This may takerof three forms. First, demand may be
reduced due to the price increase. Second, userbhdl already contracted electricity may
decide not to use it and sell their portion ongpet market. The third form is increased supply
from independent producers, especially from firmseasing their output from combined heat

and power (CHP) generators.

If the spot market is unable to counteract thetslger, a second line of defence comes into
action. The TSO buys capacity from producers egfigdor this purpose (the so called control-
and spare capacity). This mechanism is used tmrita balance in the system if any of the
players in the market does not supply or demandrdogy to prior expectations. Producers
may bid their spare capacity to this system, argklaonsumers can offer to refrain from using
electricity they already bought. The capacity ertldeployed in the order of bids, with the
lowest bid being deployed first. Players that cabgeunbalance are charged for the costs they
incurred. These costs (also referred to as thelanba price) follow the spot-market price, but
are at a much higher level, giving a strong inaento producers to hold spare capacity.

8 Shortages may also follow from unavailability of capacity, or from a combination of demand and unavailability. This does
not alter the events mentioned in the main text.
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If the second line of defence fails, the TSO callgs contracted reserves consisting of
consumers who have agreed in advance to reducendeaina pare capacity contracted abroad.
If this is not sufficient, the TSO has to ask fesiatance from abroad. The Netherlands is a
member of the UCTE, an organisation of 22 Europes@’s with interconnected and
synchronised grids. If one of the member statesidronted with a shortage, electricity will
flow from other UCTE-countries to the member statdistress. This will continue until either
border restrictions are binding or the entire sgafgacity of all UCTE member countries is
exhausted. Note that the UCTE fallback option atdies on spare capacity, but risks are
pooled over a much larger geographical area, ¢adltbacombined risk of shortage is smaller
than the sum of individual risks.

If even emergency imports fail to compensate tlugtage, the TSO will have to disconnect
groups of users from the net, in order to prevesytstem black-out. Disconnecting will take
place on a regional basis. This is consistent thighdefinition of a crisis in our study (see
section 0 for a more detailed discussion).

Earlier in this section, we made the distinctiobNsen stochastic elements and flexibility
factors. We will now place these terms in the ceintd our framework. Recall that figure 2.2
graphs a downward sloping curve for the expecteguency as a function of the size of the
crisis. The slope of that curve is determined leystochastic factors, i.e. fluctuations in demand
and the availability of supply. The lines of defersketched here do not influence the
relationship between magnitude and expected frexyueha shortage. They do however
influence the relationship between a shortage badttual occurrence of a crisis, as figure 2.3

suggests.

The approach suggested by figure 2.3 is espedialfyful if the magnitude of (some of) the
flexibility factors is unknown. As this magnitudethe same for each level of frequency, we
may also define the optimal magnitude as a measaieding (some of) the flexibility factors.
In some cases, we know a minimum level for a fléixybfactor, but not its exact level. In these
cases, we may shift the expected frequency curthéogmount of the minimum level and take
the remainder into account when interpreting theifoal magnitude’.

° This is a direct technical consequence of having synchronised grids, rather than benevolence or agreements.
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Figure 2.3 lllustration of the derivation of the op timal magnitude with flexibility factors

Frequency
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Expected frequency
of shortage
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Optimal magnitude
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3.1

3.2

3.3

Costs of the policy option
Introduction

This chapter discusses the costs of keeping spaaity, assuming a predefined design of the
policy measure, which is discussed in the nexi@ecEections 3.3 and 3.4 discuss the capital
costs and welfare costs of the policy option uradegrsideration.

Design of the policy measure

The policy measure proposed here is labelled resayatracts, pointing at the TSO contracting
capacity from producers. Capacity is contracteelyuor to deliver security and can therefore
not deliver output to the market, as this wouldaesly disturb market outcomes through
reactions of producers anticipating the TSO’s sypflsystem of auction bidding ensures
efficient pricing, and the costs of keeping spaneacity are charged to consumers by
increasing the fee that users of the network pajhi® TSO's services. In case of an
emergency, the TSO orders the spare units to patdised.

By the nature of its application, the capacity dtidne a so-called ‘spinning reserve’, implying
that a plant is kept running below full capacitheTunused capacity is then defined as the
spinning reserve. Note that supply security alsplies that spare capacity can not be used in
any other way. After all, any other employment veblimit its availability in case of a crisis.

We distinguish between capitals costs of spareaifgpancluding the costs of having gas
pipeline capacity ready, and the welfare coste¥alhg from these capital costs. Transaction
costs are ignored, as the system of reserve ctgisagery similar to the current mechanisms in
place, and may therefore be adopted without hatdridpange the organisation.

Capital costs of spare capacity

What are the capital costs of retaining spare agraco answer this question, one first has to
establish what type of generators is used as sag@city. Spare capacity will be standing idle
for most of the time, and will have to be deployagidly if needed, preferably in the form of
so-called spinning reserve. This practice may lieghto all types of fuel-fired generators, but
is economically optimal for plants with low per tioapital costs. Gas fired-plants are therefore
the obvious candidates for backup generation cgpaci

We distinguish between open and closed cycle gaggs. The latter are generally preferred
over open cycle turbines because of their muchdrnigtermal efficiency. There is some debate
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as to which type of generating unit has lower @midsts. East Harbour (2002) finds a capital
cost figure for simple combustion turbines thalis5 percent below that of combined cycle
turbines, whereas PB Power (2004) find the combayete plant to have 10% lower

investment costs than the open cycle turbine. Riffees between these estimates are probably
due to scale effects, as PB Power (2004) analys®s oycle turbines of 40 MW, which is quite
small for a generating unit.

The concept of ‘spinning reserves’ as defined atsaves the combined cycle turbine better than
the open cycle turbine. Since a large part of dapadll be in use for normal production, total
generation costs rather than capital costs alohd&the main factor in technique choice.
Because of its much higher thermal efficiency, etbsycle gas turbines have lower overall
costs than other types of gas-fired plants.

The Nuclear Energy Agency (NEA) and the Internatldinergy Agency (IEA), both agencies
of the OECD, published a comparative study of ttigguted costs of base-load electricity
generation, commercially available in the first aée of this century (OECD, 1998). Although
the study is aimed at comparing techniques for-ezese production, the information it contains
is also useful for our study.

The technical assumptions in OECD (1998) concegrctimmissioning date (2005), the
economic lifetime of the plant (40 years) and thttlad down load factor (75% for fossil and
nuclear plants). The economic assumptions inclhdestirrency unit (US-dollars as of 1 July
1996) and the discount rate for decision-makingCOE1998) distinguishes between 5 and 10
percent. We focus on the latter, as we feel tfaparcent discount rate does not reflect the
uncertainties in Europe’s newly liberalised elaxtyi markets).

OECD'’s methodology strives for full cost coveragktechnology and plant specific cost
components are taken into account, distinguishatg/éen three types of costs:

Investment costs include pre-construction, constracmajor refurbishment and
decommissioning costs. (see table 3.1).

Operation and Maintenance (O&M) costs consist ofscfistconsumable materials other than
fuel, emission control catalysts and waste dispossts.

Fuel costs include all costs related to fuel supplthe power plant. Apart from the commodity
price of the fuel at stake, it comprises fuel-sfietaxes, pre-treatment costs and transport
costs.

For the purpose of our study, we are primarilyreséed in investment costs. OECD (1998,
table 9) states that the investment costs for Diigeiies for modern closed cycle gas turbines
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discounted to the date of commissioning amoun®tduro per KWé° Despite the use of
common assumptions, some of the outcomes vary yimiveen countries. Investment costs
for comparable plants in other countries range f6@® euro per KWe (Canada) to 951 euro per
KWe (Brazil)! Including plants with different designs even breslithis range.

Table 3.1 Composition of investment costs fora Dut  ch CCGT power plant (€/KWe)

Base construction costs 631
Contingency 33
Interest during construction 120
Major refurbishment 10
Decommissioning 1
Total investment costs 794

Source: OECD, 1998, table 9, figures do not add to total due to rounding

3.4

As the methodology used in OECD (1998) has alreéakiyn account of timing issues in
construction expenses, we may simply define thaiancapital costs to be 10 percent (the
discount rate applied in OECD, 1998) times thetahpbsts. This implies that keeping 1 MW
of spare capacity comes at an annual cost of 7%46a8) which boils down to an annual
average present value of 4.2 million euro per 100.MW

Apart from keeping spare generation capacity alokilat is also necessary to keep spare gas
transport capacity available, in order to fuel ptent if needed. Gas transport capacity will have
to be contracted, incurring a cost not taken itmoant in the OECD figures. The website of
the operator of the gas network in The Netherlgnasv.gastransportservices.nl) lists fees for
exit-capacity, with an average of 18.25 euro pear yer every nYhour of capacity. Delivering
100 MWh output at 60% thermal efficiency requires958 nf of natural gas. Keeping

transport capacity available for 18,957 per hour incurs an annual cost of € 346,061, twili
down to an annual average present value of 0.2omiduro per 100 MW.

Welfare costs of spare capacity

Welfare effects from spare capacity arise fromdéygital costs discussed in the previous
section. Apart from the capital costs themselvas jpact of these costs on market
transactions causes welfare effects. We distinduidiveen effects in the electricity market
itself and effects in other markets, labelling tter as indirect effects. For direct effects, we

% kWe stands for kilo Watt equivalents. We convert the figures from 1996 US dollars to 2002 euro using the 1996 exchange
rate and the cpi for the Netherlands, combining to a multiplication factor of 0.95.

AN even lower value of 480 euro per KWe is found in PB Power, 2004. It is however not clear whether this is base don
assumptions similar to those in OECD (1998).
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distinguish between end users (domestic by dedmjfidomestic producers and foreign
producers.

We assume that all spare capacity is located antlazed in the Netherlands, implying that
domestic producers bear these costs in first inetaas table 3.2 suggests. The TSO pays
producers for holding spare capacity and passdiseocosts to end-users through an increase in
the system fee. This implies an increase in endqusees, causing two effects. First, end users
reduce demand because of the price increase. dustion is a welfare effect in itself. Second,
producers lower the commodity price in reactiothi decrease in demand. The combined
effect is that not all costs are passed on to coess, while some welfare is lost due to a
decrease in demand.

Note that foreign producers follow the decreasténcommodity price, so that a net welfare
transfer from abroad takes place. This effect endarger than the welfare effect of decreased
demand, but still relatively small in comparisorthe capital costs of spare capacity.

Table 3.2 Average annual direct costs of 100 MW reserve contracts (discounted value in milli ~ on euro)

Iltem End users Domestic producers  Foreign producers  Total domestic
Capital costs of spare capacity 4.4 4.4
Transfers due to higher prices 3.4 -35 0.2 -0.2
Effect of decreased demand 0.0 0.1 0.0 0.1
Total 3.4 0.9 0.2 4.3

Table 3.2 suggests that the welfare costs of lietgpare capacity are carried mainly by end
users. We tested whether other levels of sparecitgp@elded disproportional outcomes and
found that this was not the case, implying thataits mentioned here are linearly related to
the size of the measure and scale effects aretabsen

Indirect costs

Price effects in the electricity market have ametfbn other markets as well, as electricity is
used as an input in many production processeselihdsect costs are directly related to the
direct costs born by end-users. Based on the eétimlirect costs to direct costs of end-users in
Lijesen (2004), we calculate annual indirect eBd¢otamount to 1.5 million euro (present
value) for 100 MW of spare capacity.

The size of the indirect effects is large relativéhe direct effects of the measure. This requires
an explanation, as indirect effects are generallyyfsmall. To understand why the effects are
large in this case, let us recall how indirect efdead to welfare losses. As we said earlier
(section 2.2), indirect effects are essentiallyritiation effects, but they may lead to welfare
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effects if distribution effects stimulate or hindsronomic activity in markets that are subject to
market failure. There is no apparent reason torassuhy this would cause larger indirect
effects for electricity than for other goods, whittould give rise to caution.

The problem may be avoided easily however. In tmputation of the break-even frequency,
we will divide the costs of the measure by its bigsién case of a crisis. We assume that
indirect costs and indirect benefits are proposilyrelated to their direct counterparts. This
implies that the size of the indirect costs andeffienno longer matters, as they will cancel out
in the division. The assumption of proportionalifedt costs and benefits makes sense, as both

effects concern the same good.

External costs

The reduction in electricity demand mentioned eadiso reduces the external effects of
electricity production. Since demand effects argtéd, effects on external costs are limited as
well. The policy option of keeping 100 MW of spasgacity lowers external costs by a few
hundred euros, a figure that will not influence thiicomes of our analysis.
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4.1

4.2

Benefits of spare capacity
Introduction

The benefits of preventing power outages are dquile costs of outages. In this chapter, we
will review the empirical literature on the cosfwatages. We are looking for a reliable
estimate of power outage costs in the Netherldmalswe can use for our cost-benefit analysis.
Section 4.2 introduces the types of costs relatqubtver outages. We continue by defining the
kind of crisis that is relevant to this study. Frtme perspective of this scenario, we review the
literature on outage costs in section 4.4.

Costs of interrupting electricity supply: eleme nts and measurement

To be able to conduct the cost-benefit analysisn@ed a reliable estimate of power outage
costs for the average electricity customer. We $amuthe average customer, since we assume
that every customer has the same change of hagiegectricity supply interrupted. After all,

the transmission system operator (TSO) does nlat¥a policy of prioritising specific
customers or areas when disconnecting groups.

No power outage is the same. To interpret and coemgstimates of outage costs, we need
some form of normalisation. In the literature, @ga@osts are often reported per kwWh. This is
useful when analysing the value of a scarce resaaira time of (incipient) interruptions. In

this study, we are interested in the effects dedént blackout scenarios. Since the duration of a

blackout is a major determinant of outage costspreer to look at the costs per unit of time.

Below, we discuss the types and determinants afgast costs, the methods to estimate these
costs, and the empirical findings for the NethattarFirst, we distinguish between types and
determinants of outage costs. Table 4.1 provides/arview of the types of outage costs for
households and businesgés.

2 The welfare loss due to changes in electricity prices (and therefore inputs) is not included in the table, since these costs
are likely to be small in the case of a generation capacity-related outage (see Lijesen, 2004 on indirect costs).

35



Table 4.1

Businesses

Types of outage costs

Loss of value added due to lower  The firm’s loss in value added due to (partial) interruption of production, assuming

than planned production pre-outage electricity prices for the whole economy. This loss is net of production

that the firm is able to make up (e.g. through the use of overtime or extra shifts).

Additional outage costs Loss due to damage (equipment damage, damage to raw materials, hazardous

materials costs)
Labour costs (additional cost to make up production, such as overtime charges)

Back-up costs (the difference in the energy bill as a result of running back-up
generation)

Restart costs (costs to restart electrical equipment, other restart costs)

Households

Welfare loss due to lost leisure A household’s loss in welfare due to (partial) interruption of ‘household production’,

time assuming pre-outage electricity prices for the whole economy. This loss is net of
gains in welfare through paid overtime etc.

Additional outage costs Loss due to damage of equipment and stocks

The costs of a power outage depend on the speaifiemstances and specific groups affected.
The following major determinants of costs have b&iagled out in the literature:

Customers located in the affected area: the welésedepends on the value added per hour
(commercial and industrial customers), the valukeigure time per hour (residential
customers) (SEO, 2003) — and on the dependenaystdmers on electricity. Some customers
who are not highly dependent on electricity maybke to work their way around a power
outage.

Duration: costs per hour can vary with the duratibthe blackout (Rathenau, 1994).

Timing: the significance of electricity reliabilitgvents can vary with heating/cooling load
(season), daylight (time of day), and customer biel@/production schedules
(weekday/weekend)

Advance notice: with sufficient advance noticectieity-dependent activities could be
rescheduled, and sensitive equipment could bedsiwih properly.

The value of lost load is not straightforward ttiraate, since a unit of undelivered power is not
traded on the market. Principally, there are foayswto estimate outage costs. Table 4.2
provides an overview. There are pros and consrfpmaethod; there is no agreement in the
literature on the best method to estimate outagescdhe use of surveys based on hypothetical
scenarios of blackouts is particularly challengivithin the Dutch context, since most

electricity customers have not been faced witha®in the area of reliability of power supply.
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Table 4.2

Method

Proxy
methods

Revealed

Methods of estimation

Description Pros Cons Example of
Dutch study

inferring costs using ‘informed based on easy-to- some cost categories not in SEO (2003)

judgment’ and a hypothetical obtain statistical regular statistics (e.g. stress),

blackout scenario information not very accurate, only

aggregate information

inferring costs based on based on no estimate for customers none

preference for consumers observed behaviour  customers’ true without interruption insurance

reliability (e.g. investment in back-up power valuation of

or acceptance of higher blackout outages

risk for a lower electricity price)
Surveys: cost estimates based on data on many based on hypothetical KEMA (2004),
stated customer surveys, using attributes of scenarios, possibly strategic SEO (2004)
preference hypothetical blackout scenarios blackouts and responses

types of costs

Surveys: case surveying customers on actual realistic incentive to exaggerate costs, Rathenau (1994)
studies of outage costs hard to generalise results to
actual outages with different
blackouts attributes
4.3 Definition of a crisis

It follows from our framework that benefits onlycur in case of a crisis. This requires a sound
definition of the crisis at stake. The primary iigrevented by retaining spare capacity is
obviously a capacity shortage. Such a shortagearisg either from a high level of demand, a
low level of available capacity, or both. Note haeethat a shortage does not imply a crisis by
definition, as we have explained in section 2.&e%a other lines of defence come in first
before the crisis takes place. If the crisis tglase, it comes in the form of a black-out. As we
stated in the previous section, four determinareémajor importance in defining a black-
out: composition of affected consumers, duratiothefblack-out, timing of the black-out and

the question whether consumers are warned in advanc

If all lines of defence have failed, it will beconmepossible for supply to meet demand. This
will have serious implications for the entire systas it can no longer be balanced, implying
the risk of a system break-down. The only thingT&® can do under these circumstances is
disconnect groups of users from the net, to brimgrddemand through rationing.
Disconnecting takes place on a regional basis andssume that the TSO does not apply any
regional or other priorities when disconnectingug® of users?

3 If the TSO increases the efficiency of disconnecting by targeting groups of users with low valuations, the average
valuation of black-outs will be lower, as will the benefits of preventing a black-out.
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As we noted in section 2.5, our analysis requinessize of the crisis to be equal to the size of
the measure. This makes sense with the type @ evisdefine here. Every extra MW of
capacity installed prevents one MW of having to isea@hnected in case of a crisis. On the
margin, one extra unit of spare capacity therefwexents exactly one extra unit of crisis. We
assume that the TSO chooses the regions to bendiscied in such a way that the amount of
load to be disconnected is infinitely divisible.

We assume that the crisis is not preceded by aimgarAlthough the TSO might be aware of
shortages as they arise, we can not be sure thai30 can predict exactly when a shortage
will lead to a crisis. The TSO may also not be anafrthe size of the crisis, so that it can not
predict which region to disconnect. Furthermorereif the TSO would know all these things
in advance, the short time lag would probably retdng enough to warn all users in the
region. As our empirical work in the following chapis based on hourly observations, we
define the crisis to last an hour as well.

With respect to the timing of the crisis we notattbapacity shortages are most likely to occur
at peak hours. This is true regardless whetheshlibetage is caused by an increase in demand
or a decrease in availability of capacity. In offalx periods, both demand surges and
unavailability of capacity can be absorbed by ragpkaking plants.

The formal definition of the crisis is given in thex below.

We define a crisis as a one-hour black-out at peak hours without advance notice. The size of the black-out is infinitely

divisible and the TSO does not apply any regional or other priorities when disconnecting groups of users.

4.4 Empirical findings for the Netherlands

Four empirical studies on outage costs have beetunted for the Netherlands: Rathenau
(1994), SEO (2003), KEMA (2004) and SEO (2004). €&hoat of the four methods of
estimation mentioned above have been used. No sifelg outage costs based on observed
preference for reliability, such as expendituresiimckup generators. Given the high level of
reliability of the Dutch electricity supply, not mpacustomers have taken any precautionary
measure against outagés.

* There is no data available on precautionary measures by households. However, given the price of backup generators it is
hard to imagine that they are very popular among residential customers. According to KEMA (2003, p. 13), 38 percent of
small and medium-sized enterprises uses one or more measures to limit the effects of outages (the sample bias discussed
in this section may lead to a overestimation since customers most concerned about outages are most likely to respond).
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Rathenau (1994) provides an analysis of the vuliiksaof society to power outages and the
possible consequences for businesses and houselhd@dbe first study that analyses this issue
within the Dutch context. The report provides sdirg estimates of outage costs. Customer
surveys were used to obtain an estimate of thes dstix power outages in the period February
1989 to January 1993. Costs for households ar&elihio financial loss; loss of leisure time and
discomfort are not included. The cost estimateifarseholds and businesses vary widely,
which is not surprising given the low number of @bstions (37 non-residential customers
reporting damage due to any of 6 different outafj@sesidential customers reporting damage
due to any of 2 different outagé8)Given the low number of observations, this studgsinot

provide reliable estimates of outage costs thataveuse for our analysis.

KEMA (2004) is focused on getting the views of eletty customers on the desired level of
reliability of power supply. It surveys householdsjall and medium sized enterprises and
large, industrial customers about outage clsts.

They find that households are not willing to payraxor an (even) higher level of reliability
than they already enjdy.The study does not provide a clear answer to tiestipn what

outage costs are for households. It is unclear wélae to attach to the finding that households
would like to be compensated for outages (medigpaese is EUR 10 per hour). The estimate
is based on a direct question whether customersdige to be compensated and at what
price. Thus, the respondents were not facing @tofidwhen filling out the survey.

Consequently, we cannot use this estimate as in fop our cost-benefit analysis.

The low response rate to the mail survey for saradl medium sized enterprises (5 percent)
raises concerns about sample bias. Maybe only stemmers who are most concerned about
reliability filled out the questionnairé.Therefore, the obtained estimates may not bebfelia
Again, given uncertainty about the method useid,ribt clear whether respondents have taken
a real look at the costs and benefits of highdower reliability. The authors find that 73
percent of enterprises are willing to accept owtdbat are twice as long (or twice as frequent)
if their electricity bill is reduced by 10 to 50ngent (equivalent to EUR 35-175 according to
SEO, 2004, p. 133). 27 percent of enterprises dliagvto pay extra for better reliability (15%
has a willingness to pay (WTP) of 5% of their aledly bill, 7% has WTP of 10% of their
electricity bill and 4% has a WTP of 20-50% of thelectricity bill). Because of possible
sample bias and uncertainty about the trade-oféryithg the questions in the survey, the use

15 Customers who did not report any damage seem to be excluded from the data set, which introduces an upward bias in the
estimate of outage costs.

*® Given the low number of respondents, no statistical results are reported for the group of large, industrial customers.

" SEO (2004) attributes this result to strategic responses to survey questions. The result can also be explained by the idea
that the costs of maintaining the current level of reliability exceed the benefits.

8 Since ‘being concerned about power outages’ is a non-observed characteristic, weighting will not solve this problem.
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of these findings for our purposes is uncertain, uerefore does not provide a reliable input
for our analysis either.

SEO (2003) shows how outage costs differ betweenpgr of customers and regions. The
authors choose a method of estimation that fissgbal best (the ‘proxy method’). As we will
see, their specific focus makes the estimatessl@tzsble as an input for our analysis as it results
in high uncertainty about the outage costs foratrerage customer.

The authors use informed judgment on the effectutdges and readily available statistics to
get a rough estimate of outage costs. Cost estsnaagereported for a hypothetical one-hour
blackout for different parts of the country and@iént times of day. Total outage costs are
equal to total loss of welfare due to lost produrtifbusinesses) and lost leisure time
(households). The authors assume that electriggiomers are not able to change their
behaviour in a way that limits outage costs. Aiguction in all sectors stalls during a blackout
(all sectors are equally vulnerable to an outagkthere is no back-up power). The value of lost
production is equal to the sum of value addedleMlure time in all households is lost during a
blackout. The value of leisure time for workergdgial to the average wage; for non-workers
half the average wage.

Additionally, the authors assume that there isdwaace notice, that outages are incidental, that
people do not adapt their expectations on the fittyeof a future blackout and that no
additional outage costs, such as lost stocks @mtlgi costs, are incurred. Finally, they assume
a linear relation between total costs and duratifdniackout and total costs and the size of the
affected area (constant costs per household/comp@ien these assumptions, table 4.3
summarises their findings.
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Table 4.3 Costs of a one-hour power outage, no adva  nce notice, million euro, 2001

On average During the day At night Sunday, during the

day

Nationwide 156 98 81

Randstad 72 38 33

Rest of the country 84 59 48

All households 37 85 64

Individual household (euro)® 5 12 9
All businesses 121
Agriculture 1
Energy companies 3
Industrial sector 10
Construction 10
Transport 5
Services 69
Government 24

@ Source is SEO (2004, p. 134).
Source: SEO (2003), table 4.1, table 5.1 and page 45.

The approach used in SEO (2003) is useful for #écific aim of identifying differences
between user groups and regions. For the purpdses analysis, the results are particularly
crude for three reasons. First, outage costsmitell to lost output and lost leisure time,
whereas the literature shows that additional outagés due to damage to equipment and stocks
and restart costs are considerable. For a sampgl@dofsraeli firms, Beenstock et al. (1997,

figure 1) show that at any moment during an outaggut costs make up no more than about
50 percent of total costs. Therefore, neglectimgéhoutage costs can lead to a severe

underestimation of total costs.

Second, the authors assume no behavioural resfronseustomers. Everyone and everything
‘freezes’ during a power outage. In the case ofrasses, not all output may be lost due to
making up planned production in overtime (althoagkonsiderably higher costs
precautionary measures (backup power and thedik@)substitution (switching to activities
that do not require electricity during an outa@ipce there is not much information about this
behavioural response, the authors impose thes'&dkit’-assumption. But that may introduce a
strong overestimation of total costs. The sameorgag holds for households. The authors
make the case that households have limited optmawitch to other activities, but just how

limited they are, is unknown.

*® Not only does a firm most likely pay for an hour during which not much has been produced, the firm will also have to pay
the overtime-wage to catch up. The net welfare loss for society may be limited since most of the costs to firms are benefits
to workers.
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Finally, outage costs are assumed to be lineartawer In practice, high fixed costs arise at the
beginning of a blackout, followed by slowly increagsvariable costs during a blackout
(Rathenau, 1994, Beenstock et al. 1997). Sincautteors ignore many outage costs and do not
have specific cost functions for households andniesses, they choose to ignore this issue. As
a result, their estimates cannot reliably be gdisexato outages of different duration.

To conclude, given the focus of SEO (2003) on tis&itiution of outage costs between groups
of customers and geographical areas, the studyrdrgsovide reliable estimates of outage
costs for the average customer that we could use awput for our analysis. Without specific
information about the behavioural response to agpamutage and the actual effects of an
outage, the authors have to make many assumptiahare known to be unrealistic.

Based on an extensive survey among householdsummtksses, SEO (2004) provides
estimates of the amount of compensation for powtages of different duration and frequency.
The preferred compensation reflects the willingrefssustomers to accept a power outage. The
study is based on a type of survey known by theenafhtonjoint analysis. 2,481 companies
and 12,409 households have rated 14 different sosnaf power outages on a scale of 1 to
10%° Each scenario pictures a power outage with ceatiiibutes, such as duration and time of
day. One of the attributes of a scenario is theetan in the electricity bill that accompanies
the outage. Based on a logarithmic regressioneo€tistomer’s rating of scenarios on the
attributes of outages, the authors derive a ufilitction with outage duration and electricity

bill discount as variableés. The requested compensation per hour turns ow todecreasing
function of the duration of an outage (the monetamynpensation is calculated based on the
respondent’s own estimate of the electricity b)similar function is derived for

compensation and the frequency of outages. Tallshbws some of the results for a number
of outage scenarios. For the average householdpthpensation tends to be 3 to 5 euro per
hour. For the average business, the compensataiyoig ten times higher. All these estimates
take the current situation as reference point ggestotal time without electricity is 30 minutes
per year).

0 Large electricity customers such as Shell, DSM and Corus, some 2 percent of the total number of firms, are not included
in the sample.

% The regression is loglinear, which ignores the ordinal character of ratings. It is not clear whether and to what extent this
leads to biased results.
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Table 4.4 Requested compensation for power outages, no advance notice, euros, 2004

Average household Average business
Total compen- Average compen- Total compen-  Average compen-
sation sation per hour sation sation per hour
One outage per year, half hour 1.7 3.4 27.0 54.0
One outage per year, one hour 5.0 5.0 52.3 52.3
One outage per year, four hours 11.6 3.9 102.9 25.7
One outage of two hours per year 8.5 4.3 78.8 38.8
Two outages of two hours per year 11.2 2.8 100.2 25.0
One outage of three hours per year 10.4 35 93.9 31.3

Source: SEO (2004), table 5.1, p. 118.

At first sight, SEO (2003) seems to provide muayhkr estimates than SEO (2004). For an
average household, the estimated cost for one @atfagne hour per year is 5 euro in SEO
(2004) and 9 euro in SEO (2003). The estimatedgeutasts for businesses differs more than a
factor two. For all businesses, the estimated foosine outage of one hour per year is 42
million euro in SEO (2004j versus 121 million euro in SEO (2003). SEO (20#88s not
include large electricity customers, but that islik@ly to explain a gap of this magnitude. If
we leave out the complete industrial sector fronr@FE003), their estimate only goes down to
euro 109 million. However, this estimate from SEX0(3) is based on the assumption that all
businesses — while running at full capacity — Wwélequally hit by the outage. When relaxing
this assumption, SEO (2003)’s estimates go dowrillUgirate: current outage costs (on
average 2 hours without electricity in 4 years)estmated at 48 million euro in SEO (2004,
paragraph 16 in executive summary) and at abowtilli®n euro in SEO (2003, table 5.1: total
costs per hour during the day, divided by two).

The estimates of SEO (2004) are the best avaitdiimate of outage costs for the average
Dutch electricity customer. The focus and appra#cBEO (2004) provides the best fit with the
aim of our analysis. There is one potential probldra study provides separate estimates for
households and businesses, whereas we need aatediimthe average electricity user. Some
costs to businesses (e.g. wage costs during acalckre benefits to households. In a welfare
analysis, these costs and benefits cancel outh®ather hand, the overtime needed to make up
postponed production brings about a welfare los®tseholds. This implies that, by adding up
the costs for households and businesses, we oveatsthe costs of the latter and
underestimate the welfare loss of the former. Téteeffect on welfare is unclear, but the
misjudgement is probably minor.

% The average compensation per hour (52,30 euro) multiplied by the 800,000 business that are connected to the low
voltage network.
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To put SEO (2004) into perspective, we compare tlesults with the results from studies for
other countries. We use Eto et al. (2001) and SE04); both studies provide a survey of
empirical studies on outage costs. Comparisonsutage costs per hour for the business sector
as a whole are not possible since only separadtaast for the commercial and industrial
sector are available. For residential customerdjmwdea number of studies that qualify for a
comparison, although all of them have been conduttere than 10 years ago and most of
them used other methods than conjunct analysithé\table below shows, the results of SEO
(2004) are in the same range as some studiesddyriiied States.

Table 4.5 Estimated costs of one-hour and four-hour outages, residential customers, willingness to
accept (WTA), 2004 euros

Country Year 1hour 4 hours Notes Reference

The Netherlands 2004 5.0 11.6 outage once a year SEO (2004)

North-western USA  pre-1990 5.4 9.0 Sanghvi (1990)

South-eastern USA  pre-1990 8.8 11.9 winter weekday morning  Sanghvi (1990)

7.5 10.1 summer weekday evening (1h) / afternoon (4h)

Eastern USA 1992 5.7 - summer afternoon Sullivan et al.
(1996)

Western USA pre-1990 8.4 - average per hour Hartman et al.
(2991)

Source: Eto et al. (2001), table 2-7, SEO (2004), table 5.3.

Based on the comparison of both Dutch and intewnatistudies described above, we conclude
that SEO (2004) provides the most reliable estimatailable. For consistency with our
framework, we use the one-hour outage figure frioisigtudy, implying a willingness to accept
a one-hour outage of 5 euro for households and)5u8b for business consumers.

Using the average ratio of households and busime=s, we account the costs of a 100MW

outage of one hour. The present value of such antexccurring halfway our period of analysis

boils down to 0.3 million euro.
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Elements of expected frequency
Introduction

This chapter focuses on the elements of the expdquency of a crisis. As we stated in our
framework (section 2.5) the size of the crisis stt@orrespond to the size of the measure. The
expected frequency of a crisis is determined bghgtstic elements and so-called flexibility
factors, like we stated in section 2.6. The twdofeing sections describe both stochastic
elements in the analysis, demand and availabifitapacity respectively, followed by a
discussion on capacity investments by producersdanthnd response from users. These
elements are joined in a Monte Carlo analysis itige&.5, yielding the expected frequency of

a capacity shortage. Section 5.6 discusses thamgmdlexibility factors.
Stochastic demand

Electricity demand fluctuates over time. The mashmon fluctuations are those by time of
day. Electricity demand is low during night timehen demand only comes from non-stop
production processes and public lighting. Demaseésrfast in the early morning as households
wake up and companies start up their activitiesirigubusiness hours, electricity demand stays
at a high level, starting a gradual decline frorawdtsix PM, as daytime companies seize their

activities and households gradually reduce theotisppliances.

Average daily load in GW, 2003

0 1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24

Hour of day

Source: based on figures from www.TenneT.org
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This pattern is reflected in the load curve, asashon the previous page. We assume
throughout our analysis that load figures reflemthdnd adequately.

The load pattern reflects the (non-existing) averday. In weekends and on holidays is at a
lower level, flatter and the morning increase statta later time, all very common to the
processes described above.

Demand fluctuations by time of day are not uniqueléctricity. The consumption of many
goods and services are related to other actiatneistherefore to our daily patterns.
Transportation is another clear example of a goitld avrecognizable time-of-use pattern.

When it comes to security of supply, these demaradifations do not constitute a problem. As
one can see from figure 5.1, peak load is spread abyout one third of the day. Furthermore,
normal peak loads occur every working day, implyanigirly broad base to earn a return on

investments in generation capacity.

Another type of demand fluctuations is more imparighen it comes to security of supply.
The load curve presented in figure 5.1 is an awgragd deviations from that average may
occur for all sorts of reasons. The weather idyike influence electricity demand, as are
broadcasts of special events on television. Fumbeg, supply interruptions may drive up spot
market prices and thus influence demand. Apart fiteese clear-cut reasons, electricity
demand may also be influenced by minor events amticlence.

Figure 5.2 illustrates demand deviations from therage for working day peak demand hours,
by graphing the frequency of demand volumes. Tygis bf fluctuations is more important to
supply security than regular day-to-day fluctuagidmy time of day. The cases of high demand
levels at low frequencies are of special interesehas it may not be efficient for producers to
invest in sufficient capacity to meet these leviélanplies that the investments in capacity will
have to be recovered in a couple of hours per year.
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Figure 5.2
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The shape of the histogram looks somewhat likena@rse lognormal distribution. The inverse
lognormal distribution is however impracticable the purpose of our analysis, as it imposes a
maximum on demand, which would define away the lgrobwe are trying to analyse. We
proxy the histogram above by a normal distributiemdering a lesser fit but avoiding the
problem of a truncated maximum. The normal distrdru(with mean 14,308 MW and

standard deviation 1,308 MW) to be used in furtmadysis is graphed over the histogram to
reflect the differences.

Our analysis distinguishes between expected anxbeated demand variations. Although it is
virtually impossible to look into the minds of efdcity producers and determine whether they
perceive demand variations as expected or unexpjestemay look into factors that determine
demand, check whether these are predictable andhdat to what extent they explain the
variation in demand. We conducted such an analgeis Appendix A), and from it we derived
a frequency distribution for unexpected demandatmms. Figure 5.3 graphs the frequency

distribution of unexpected demand against a nodisadibution.
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Figure 5.3
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The graph suggests that the unexpected demandioasianay be described by a normal
distribution, with mean 0 and a standard deviatib632 MW.

Stochastic availability of capacity

Like demand, supply has stochastic elements. Thet iimportant element for the purpose of
our analysis is the availability of capacity. Geatgrg units may be unavailable for two types of
reasons. The first type is that the operator seipealations according to plan, for instance
because of planned maintenance or because pradigtimeconomical. The second type is
quite different, as it regards unexpected unavéitigbfor instance because of technical failure.
The first type of unavailability is not of interdstour analysis, as expected outages are
accounted for by producers and may be plannedagditay do not coincide with peak demand.
This type of unavailability is therefore unlikely tause any supply security problems.

The latter is not true for unexpected outages. &Inesy occur at any point in time and will
cause problems if they occur simultaneously withhaled peaks. It is therefore important to
know the frequency of such unexpected outagestrivdtion on the unavailability of

f_23

production capacity is unfortunately not availaitdelf.”> We may try to approximate the

% The Dutch TSO, TenneT, has very recently started gathering and publishing these data. Figures on 2003 are not available
however.
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figures by looking at figures that are related nexpected events in the electricity market. To
understand this, we will first look at the way fBatch TSO acts to cope with unexpected

events.

If an unexpected event happens, no matter whetieaishortage or a surplus and irregardless
its cause, the TSO commissions swing reservesuntemct the event and retain balance in the
network. To a supplier, causing unbalance is expenso we can assume that a supplier will
never deliberately disturb the balance. This ingptleat any unbalance in the system is either
caused by deviations from expected demédd D) or deviations from expected availability

of capacity ):

unbal =6+ (D -D)

Figures regarding unbalance in The Netherlandsweaiable from the website of the TSO, as
are load figures. We construct expected dentarficom load figures, by averaging load over
periods with common characteristics (see AppendfarAletails on the construction of
expected demand). Deviations from expected avéithabf capacity can now be defined as:

6 =unbal -(D-D)

For the purpose of our analysis, deviations fromeexed availability of capacity are only
interesting if they cause shortages. Unexpecteccapacity will not cause risks in terms of
security of supply, so we concentrate on unexpaatedailability of capacity, denoted by
positive values fof. Figure 5.4 graphs the frequency distributionhef tinexpected
unavailability of capacity. It is clear from th@tire that a truncated normal distribution (the
underlying normal distribution has mean 22 MW atashdard deviation 847 MW and is
truncated at 0) fits the data adequately.
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Figure 5.4 Frequency distribution of unexpected una  vailability (GW) 2003
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5.4 Regular capacity and demand response

The most obvious line of defence against shortagaswvell-functioning market is the price
mechanism. If scarcity arises, prices rice and wmess respond by decreasing dem&nd.
Furthermore, the price mechanism also rewards perduo keep capacity available to serve
demand at higher prices. Finetnal. (2004) identify peak prices as the main driveribe
investment in new capacity. Both factors are ieflated. If demand response is large, the
incentive to build new capacity is limited somewtzat prices will not rise as high as they

would in the case of small demand response.

The measurement of demand response is trouble$dnservable demand response takes place
at the spot market. The Amsterdam Power Exchang&jA&enerously publishes data on day-
ahead spot market volumes, prices and bids onelbsite. Despite the richness of this data, one

cannot distil information on demand response frorfor three reasons.

First, some demand bids in the spot market reflentresponsive demand. A wholesaler or
retailer may have sold a certain amount of eletgrigithout having contracted the full amount
yet. Another example may be a retailer being conéd with unexpected demand from its
customers (e.g. households), who do not reactite gignals. In both cases, intermediaries buy

electricity on the spot market for their non-resgive customers.

% Demand response and supply response from independent producers are essentially the same.
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Second, some supply in the spot market is actfialgone demand. It is common practice for
large users to buy a fixed (hourly) amount of eleity at a given price through long term
contracts. If some of the electricity turns oubtobsolete (e.g. due to lower than expected
production), it may be sold back to the spot markigewise, if spot market prices surge, large
consumers may decide to seize production andhssil pre-contracted electricity on the spot
market.

The third reason why spot market data are an ingtecsource of information to quantify
demand response to price shocks is that an unkpawirof the response is realised outside the
spot market. Bilateral contracts between elecyrigiholesalers or retailers and their customers
may contain some form of real-time pricing, bringitiown demand in times of scarcity.
Likewise, wholesalers or retailers may reward thastomers on a bilateral basis for not using
contracted electricity or for delivering electricfrom their CHP-units.

An alternative to the use of spot market datagsube of bottom-up data, as is done by Deloitte
(2004). The study by Deloitte utilises the notibattenergy users will weigh the costs of
postponing electricity consumption (and thus comityqaroduction) against the benefits of
reselling (or not buying) electricity on the spadniket. These costs are determined on a low
level of aggregation and then confronted with ARX¥tsmarket prices of 2002 and 2003.

This method overcomes the problems mentioned atbhatdias the disadvantage that the
outcomes depend heavily on current spot-markeégrithese prices are fairly low, as the
market is still characterised by the historicaklleaf overcapacity. As capacity becomes
scarcer, spot market prices are likely to becontk bgher and more volatile, giving room for

larger demand responses.

Furthermore, the approach followed Deloitte (20Ukg any approach using bottom-up data,
ignores the effect of the efficiency gap, relatinginexploited opportunities for cost-effective
measures to save energy (see Koopmans and Te {28ld€) for a more extensive discussion).
It should be noted that Deloitte (2004) is probabhare of this risk, as they consequently refer

to demand response in terms of potential amounts.

The problems related to the use of bottom-up da&gp e overcome by estimating the
relationship between demand and spot market prides.will also measure the effect on
demand response outside the spot market, as bilgiécing mechanisms are often linked to
spot market pricefatrick and Wolack (1997) estimate the site-lesghdnd for electricity for
five different industries in England and Wales (@faupply; Steel tubes; Copper and copper
alloys; Ceramic goods and Hand tools and finishethhgoods). They find small own price
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elasticities, ranging from almost zero to -0.2&, tmostly not exceeding an absolute value of
0.02.

We use average hourly load and pricing data tdbskademand response parameters for 2003
peak-load (see Appendix A for more details). Lilegrlek and Wolack (1997), we find small
price elasticities. The overall price elasticityifm in our empirical analysis equals -0.0014.

Although demand elasticities are low, demand respdaslikely to be sufficient, as long as spot
market prices are allowed to rise to any heighthilf happens, spot market prices will also
yield a strong incentive for producers to buildfgignt capacity. We use the main mechanism
from our electricity model to illustrate this pai@onsider the following equilibrium equation
for capacity of firm i

0C(Q;
> P ~Gbay ~ Ay = ag_?')
oy =Q !

(5.1)

wherep;, denotes the per unit price at hdwiG denotes the conjectural variation term,
expressing the competitiveness of a market,bargpresents the slope of the inverse demand
curve. Firm i's output in houn (q) is limited by its capacit®,. Parametel; represents the
marginal costs of production, a@{Q;) denotes capital costs. The equation above simatgsst
that optimal capacity is reached at the point wiaeaimulated net revenues of output at
binding capacity levelg)f=Q;) equal marginal costs of building an extra unitapacity. Note
that the term ‘net revenues’ includes a corrediiwimperfect competition.

The value of conduct parametgiis unknown, since no empirical information is azble on

the competitiveness of the liberalised electriaigrket. In its current setting, all institutional
barriers to entry are eliminated. Some minor besriemain, such as scarcity of suitable
production locations, scarcity of specialised krexge and effects of imperfect capital markets
in combination with the large asset bases of in@ntd In general however, electricity markets
may be fairly competitive, especially once the gnétion of the single European market is
completed. We therefore assufa¢o have a fairly low value, keeping a range froto 0.1 to
account for uncertainties.

Using the equation, we can construct a table tootstnate the calculation of the amount of
capacity kept by producers to serve the day-ahea#lenh Table 5.1 shows that, at an assumed
value forG of 0.1, the accumulated net revenues of 1 463 M\Additional capacity
approximately equal the marginal costs of building capacity (828 euro per KW, as stated in
section 3.3)

% Lijesen and Ten Cate, 2004. Redundant subscripts are ommitted for simplicity.
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Table 5.1 Net revenues from day-ahead trade at an a  dditional capacity level of 1 463 MW, at G=0.1

Demand in excess of average peak Probability of Price (€/MWh) Net revenues (€/KW of
demand (GW, at p=0) occurrence capacity)
3.45 0.05% 9147 9.67
3.30 0.08% 8457 14.77
3.15 0.12% 7766 21.96
3.00 0.20% 7076 31.70
2.85 0.31% 6385 44.35
2.70 0.48% 5695 59.96
2.55 0.72% 5004 78.00
2.40 1.07% 4314 96.98
2.25 1.56% 3623 113.98
2.10 2.22% 2932 124.11
1.95 3.11% 2242 119.92
1.80 4.27% 1551 90.84
1.65 5.76% 861 22.77
1.50 7.63% 170 0.00
<1.50 92.37% 30 0.00
Total 829.03

Note from the second column in table 5.1 that thigswill be standing idle for most of the
time. Also note that spot market prices will beety high levels for some hours, taking into
account that the highest price measured in 2003aast 2,000 euro per MWh. The increase
in peak prices follows from the gradual reductidowercapacity. The optimal capacity level of
1,463 MW and a maximum load (before price effeofs 450 MW implies a demand response
of approximately 2,000 MW, about 15 percent of péakand.

Table 5.1 suggests an optimal level of 1,463 MWagfacity to serve the day-ahead spot
market. In a similar manner, we calculated thaa@daitional level of 634 MW of capacity
would be optimal to serve the unbalance mafkédding both figures yields a total capacity of
approximately 2,120 MW on top of average peak fda@imilar calculations were performed
for alternative levels of market competitivenessbl€ 5.2 below lists the outcomes of these
calculations.

% Note that this number refers to profitable spare capacity, which is not the same as contracted capacity discussed in
section 5.6
' The figure is expressed in MW'’s of 2003 and will grow proportionally to average peak load.
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Table 5.2 Optimal level of additional capacity for different levels of competition, MW

G=0 (fully competitive) 2330
G=0.02 2290
G=0.04 2240
G=0.06 2200
G=0.08 2160
G=0.1 (fairly competitive) 2120

The outcomes suggest that competitive marketsgeilerate higher levels of equilibrium
capacity, which is obviously consistent with oligbptheory. Likewise, higher levels of
competition will reduce the need for governmengiméntion, as will be clear from our analysis
further on.

5.5 A Monte Carlo simulation of insufficient regula r capacity

We use the distributions found in the previousiseestto calculate the expected frequency of a
shortage. This is equivalent to the right hand deand sloping curve in figure 2.3. We use

2003 values for our analysis, linking up with tigufes used in the sections before. For reasons
similar to those outlined before, we limit oursedvte working day peak hours (9 AM-6PM).

The results from the Monte Carlo simulation areregped as chances. We multiply these
chances by 2,259 (the number of working day peakshim a year) to arrive at a measure
expressed in hours per year. The use of this measges the comparison with the break-even
frequency, the inverse of which is also measurdubinrs per year.

Hours per year

0 T T T T

- 0 1000 2000 3000 4000
Capacity shortage in MW



5.6

The curves in figure 5.5 represent the frequensiridution of demand superseding supply by a
certain amount at the given levels@fThis amount is expressed relative to the avepagé

load in 2003 and grows proportionally with averagek load over time. In the following
section, we devote attention to the factors tleabéitween the theoretical construction of the
expected frequency of shortages and the actuaigpeddrequency of crises (see section 2.6 for
a more elaborate discussion).

Other flexibility factors

As we said earlier, emergency imports automaticsdlye national shortages because of the
feature of grid synchronisation. The limits to egercy imports lay either in lack of capacity at
a UCTE scale or in lack of cross-border transpapiacity. The former is not likely to play a
major role, simply because the scale of the Duyskesn relative to the entire UCTE network.

Therefore, transport restrictions are more likelypé binding. It is however hard to say at what
level they will be binding. As shortages are likedyoccur during peak periods, the larger part
of the import capacity will probably already beuse. The TSO has reserved 300 MW for
emergency imports, which is obviously the minimwwel. All other free import capacity may
be used for emergency imports as well.

The above implies that we have a guaranteed |é\80@ MW of emergency imports and an
unknown level of unguaranteed emergency importsugéethe guaranteed level in our analysis
as a known flexibility factor and take the unknoewtra import capacity into account in the
interpretation of our results.

TenneT, the Dutch TSO, currently also holds somergency capacity, consisting of 150 MW
of guaranteed demand response and 150 MW of sppeeity abroad. Apart from this, TenneT
annually contracts 250 MW of regulatory capacitigisican however not be viewed as
emergency power as defined in this study, as regylaapacity is used in the unbalance
market, and is therefore included in the regulgaciy equilibrium discussed in section 0.

Based on these considerations we calculate thiestmiaunt of flexibility factors at 600 MW.

Note that this is a minimum value, as unguarangdlable import capacity is not taken into
account here.
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6 An assessment of the optimal level of spare capac ity
6.1 Introduction

This chapter assesses what level of spare capadptimal from a welfare point of view,

given the design of the measure as defined inse8tl. Section 6.2 calculates the break-even
frequency of the policy measure, followed by a confation with the expected capacity in
section 6.3. We conclude this chapter by analyiegsensitivity of our results to some of the
inputs and assumptions.

6.2 Break-even frequency of keeping spare capacity

In chapters 3 and 4, we assessed the costs ofhke®@d MW of spare capacity and the
benefits of preventing a one hour black out of M. According to our theoretical
framework, outlined in chapter 2, these figures imayxombined to express the break-even
frequency of keeping 100 MW of spare capacity. €dblL presents average annual costs,
benefits in case of a crisis and the break eveyuércy following from these figures.

Table 6.1 Costs and benefits of 100 MW of  spare capacity (discounted value in million euro)

Average annual costs

Direct effects 4.3
External effects -0.0
Total average annual costs 4.3

Total benefits in case of a crisis
Total benefits 0.3

Break-even frequency
Once every ... years 0.07

The break even frequency of once every 0.07 yeassaiso be expressed as its inverse, being a
crisis occurring 14 times every year. As the crisidefined as a one-hour blackout, it implies a
total of 14 hours of black-out a year. This maynseehigh number, but one should keep in

mind that it concerns a relatively small crisis. Alace the number in the right perspective, we
formulate its interpretation as follows: If a didiance of 100 MW occurs for 14 hours per year,
it is economically viable to build 100 MW of sparapacity.

57



6.3 Expected frequency of black-outs

The break-even frequency found in the previousaeis to be confronted with the expected
frequency, the elements of which are quantifiedhapter 5. We use figure 5.5 as the basis for
our calculations. This graph reflects the rangexpiected frequencies of a shortage in capacity
as a function of the magnitude of the shortageosframework suggests, we should subtract
the other flexibility factors to obtain the expetfeequency of a crisis. The latter may be
compared to the break-even frequency. The break-fegguency can be plotted as a horizontal
line in the figure, since we have assessed thenabs# scale effects.

Figure 6.1 below graphically shows the derivatibomtimal capacity. The right hand curve
reflects the range of expected frequencies of dafp@ in capacity as a function of the
magnitude of the shortage, as derived in sectibnT® prevent overcomplicating the figure, we
only show this curve fo&=0.1.This curve is shifted to the left by an amoai800 MW to
correct for known flexibility factors. The shiftedirve (shown for both ends of the rangespf
reflects the (maximum value of the) expected fregyeof a crisis as a function of the
magnitude of the crisis. The (maximum value of iafimal size of spare capacity may be
found by intersecting this curve with the horizadtitze reflecting the break-even frequency.
This intersection lies at approximately between 460 1220 MW.

Figure 6.1 Derivation of optimal capacity (MW)
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Figure 6.2

Hours per year

Figure 6.1 suggests that contracting an extra d3@20 MW of spare capacity, depending on
the expected level of competitiveness, would yib&lsocial optimum. The graph also reveals
other information, such as the amount of capacityrach the number of shortage hours is
negligible (3,500 MW at the lowest level of compigéiness). The figure may also be used to
guantify the amount of unserved electricity. Tattad, we simplify the figure somewhat and
shade the respective surfaces to obtain the figel@v. For the sakle of ease of interpretation,
we only present the result here @+0.1.
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The shaded surface to the right side of the optimeftacts the amount of electricity not served
due to outages. This can be calculated to amouapicoximately 16 thousand MWh, or 0.02%
of total demand. The shaded part to the left ofogmum reflects prevented outages,
summing up to 29 thousand MWh. For the highestl lefzeompetitiveness in our analysis,
these figures amount to 9 thousand and 25 thoudaMd respectively.

The figures in this section may also be used t@agempression of deviating from the optimal
situation, by shifting the vertical line. Likewisthe use of cheaper options for spare capacity
may be simulated by shifting the horizontal linewdavard, yielding a higher level of spare

capacity and decreasing the amount of unservetrielgc

Net costs of deviations from the optimum

In the previous section we have calculated theafigaptimal amount of additional spare
capacity. This figure is based on our calculatibwelfare effects. Other considerations than
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welfare effects may also apply however. In orddveéable to weigh these considerations it is
important to have some insight into the welfareséssattached to deviating from the optimum.
Two specific deviations are of special interest; dme in which the government refrains from
any action and the TSO does not contract any additispare capacity. The other deviation of
special interest is that of contracting enoughesjgapacity to continue the current level of full
security. We compare these values to the optinval lef spare capacity at G=0.04, being 750
MW. Full security is reached at an additional levespare capacity of 3,500 MA.

Not contracting any additional spare capacity waade society 43.5 million euro of costs per
annum. It would however also imply that the anrdahage caused by shortages would rise by
49.1 million euro, implying a net cost 5.6 milliearo every year. The other extreme, raising
the amount of contracted capacity to a level dfdeturity, incurs additional annual costs of
almost € 160 million, while preventing an annual®ahillion euro of damage from outages.
The net annual costs of this level of security antdo 73.9 million euro. Table 6.2 summarises
these results.

Table 6.2 Net annual costs of deviations from the o ptimum (present value, million euro,  G=0.04)
0 MW 750 MW 3500 MW

Additional costs -435 0 159.5

Additional benefits -49.1 0 68.3

Net costs of deviation 5.6 0 73.9

Level of security 99.95% 99.98% 100.00%
The last line of the table reports on the levedexurity provided by the contracted amount of
additional spare capacity. This percentage correpto 100 percent minus the expected
percentage of undelivered demand. In the casdlafdourity, this level equals 100.00% by
definition. In the social optimum, approximately,@30 MWh of electricity will not be
delivered due to outages, corresponding to 0.0284taf demand. This implies a level of
security of 99.98%. If no additional spare caparstgontracted, outages will prevent the
delivery of over 40,000 MWh of electricity, equieat to 0.05% of total demand.

6.5 Sensitivity analysis

The results presented in the previous section dkprrseveral assumptions, defined in earlier
chapters. In this section, we assess the impasewaral key assumptions on our outcomes. We
distinguish between two types of sensitivitiesst, we look at how our outcomes would

% Full security implies an expected frequency of outages of less than 0.005%. A watertight guarantee against outages can
obviously not be provided
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change if our key inputs were changed by 10 perafthieir initial value. This classic approach
to sensitivity analysis tries to give general ifiopto the sensitivity of the analysis to changes
in the main inputs. We identify capital costs clsgpcapacity, willingness to accept outages,
variance of unexpected load demand and the disé¢actar as our main inputs. As discussed
earlier in the report, these inputs are fairly mththough some uncertainties remain. Taking
into account deviations of 10 percent probablyesents the likely range for capital costs and
willingness to accept. For the variance of unexg@@eak load demand this is less clear. As we
have no detailed information on other years thad824 is hard to say whether 10% is a likely
range here.

The second approach is aimed specifically at thel lef market competitiveness. As we
formulated in section 5.4, we assumed the elegtrnmarket to be fairly competitive, or may be
even fully competitive. To reflect this, we variednduct parametes between 0 and 0.1,

which is comparable to varying a standard conjettariations parameter between -0.9 and -1.
As we have seen earlier, higher levels of competithduce higher levels of private

investments, reducing the need to hold public spapacity.

Table 6.3 lists the outcomes of our sensitivitylgsia. Variations in the levels of key inputs are
given in both directions. The right-hand columrited table refers to variations that lead to a
higher outcome for optimal spare capacity. The meiddlumn shows the opposite effect.

Table 6.3 Sensitivity analysis for optimal magnitud e of spare capacity (MW)

Lower optimal capacity Higher optimal capacity
Variations in levels of key inputs (at  G=0.04)
Capital costs +10%, -10% 600 900
Willingness to accept black-out -10%, +10% 600 900
Variance of unexpected peak load demand -10%, +10% 690 790
Discount rate +2%-point, -2%-point 700 790
Combined effect of all the above 400 1150
Level of competitiveness ( G)
0 (very competitive) 450
0.02 600
0.04 750
0.06 910
0.08 1060
0.1 (fairly competitive) 1220

Table 6.3 suggests that our results are modersgglsitive to changes in our key inputs, in
particular to changes in the level of competitiven€s). If the power market is very
competitive, the optimal magnitude of spare cagasit50 MW. At lower levels of
competitiveness significantly higher levels of gpeapacity would be needed. This result
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implies two things. First, further research shdudaimed at giving a more precise
guantification of this measure. Second, policiéaeteasing the competitiveness of the
electricity market may, if successful, greatly reelthe need, and therefore costs, of retaining

spare capacity.
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7.1

7.2

Conclusions and discussion

Introduction

This chapter draws conclusions from the analyssegmted in the previous chapters and
answers the questions stated in chapter 1. Settbcontains the results and their

interpretation, followed by a comparison to eant&sults in section 7.3.

Result and interpretation

In the debate on security of supply it is sometimagdicitly assumed that interruptions should
be prevented at all costs. This is obviously aotirect assumption. The fact that both supply
interruptions and preventive actions incur cosiggests that an optimal level of supply
security lower than absolute security can be catedl The aim of our analysis is to assess the
costs and benefits to society of several levelkupply security. To that end, we analysed social
costs and benefits of retaining spare capacitycanéronted them with the probability
distribution of unpredictable capacity shortage® &¥press the outcomes of our analysis in
Megawatts of 2003 for ease of interpretation. Tée of these outcomes for future years should
take into account the growth of average peak leadl$. We also recall that our results should
not be interpreted as forecasts. Rather they giverder of magnitude and point out the key

uncertainties in this market

We used a simplified version of our electricity rebtb simulate optimal capacity for private
electricity producers. The first step is to anallgser much capacity private producers are likely
to hold if no policy action is taken. Based on deenand volatility and the short term price
elasticity observed in 2003 peak hours, we that firoducers will hold approximately 2,100 to
2,300 MW of capacity on top of the average peall.Iddote that this capacity is relative to the
average peak load, implying that the first MW of this anmbus deployed for 50 percent of all
peak hours. This means that the load factor okthegs will be below the average load factor,
but not extremely low. Their construction is finadamainly from peak prices, either at the day-
ahead spot market or from unbalance pricing.

Peak prices will also ensure that predictable dehpmaks will be flattened at the spot market.
As electricity on the spot market is traded 24 Banradvance, this implies that shortages can

only arise from unexpected demand peaks and un&dganavailability of generation capacity.

Our analysis suggests that the socially optimadllef supply security can be reached by
holding 1,050 to 1,820 MW of back-up capacity. istlevel, approximately 16,000 MWh per
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year will not be served. This corresponds to thirees the level of electricity currently not
being served because of network interruptions.

The Dutch TSO currently has two mechanisms in plaeunteract unexpected capacity
shortages; long-term contracts for emergency peapacity, as well as reserved transport
capacity for emergency imports. The combined let¢hese mechanisms currently provides a
guaranteed back-up capacity of at least 600 MW.

The above implies that the optimal level of supg@gurity may be reached by expanding the
combined capacity of level of emergency power autsrand emergency imports by 450 to
1,220 MW. The bandwidth reflects uncertainty altbetlevel of future competition in this
market.

The result is robust for changes in the level afgelasticity, since a change in the price
elasticity would merely affect the balance betwpsdwate investments in capacity and demand
response. The result is somewhat sensitive toribgpected volatility of demand.

The result above is based on retaining spare dgppatacing it outside the market and leaving
it idle. This is an expensive but certain way tewe supply security. If a more cost-effective
way can be found, a higher level of supply securifyy be reached at equal or even lower
costs. Increasing the reserved transport capamitgrhergency imports may provide such a
cost-effective way. The option is costless up opbint where congestion arises. From that
point onwards, costs arise either from investmanisore import capacity or a reduction of the
level of competition on the domestic market. Therage level of available import capacity
amounts to 1,300 MW in 2003 peak hours, suggestiaipthese costs will be absent for a large
share of the time. Further research may be aimgiliag a more exact quantification of the
costs of this option. It should also be noted thatbenefits of this option are lower if shortages
occur over a large geographical region. In tha¢ csport capacity may be insufficient to
secure supply. The size of the UCTE region (22 gean countries) lowers this risk to a great

extent. Additional research may result in more dgfiad insight on this matter.

Finally, a non-economic argument, which is notHartexplored in this study, for investing in
spare capacity has to do with ‘a feeling of cettdirin a liberalised market consumers may feel
insecure about a number of things (Shall we swopdrators? Will there be enough capacity?).
In such an environment, it could be sensible teghin spare capacity.
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7.3 Comparison to earlier results

In an earlier study (Lijesen, 2004) we already taehed that keeping spare capacity is an
inefficient way to secure electricity supply. Howeeyvas we point out in the text box below, this
result was derived based on a specific scenaropoiwer outage and a specific design of the
policy measured aimed at preventing it. The curséudy focussed on the optimal magnitude of
the reserve contracts. This section compares thierduesults to that found by Lijesen (2004).

Earlier findings of cost-benefit analysis and the c ontribution of this study

In an earlier cost-benefit analysis, Lijesen (2004) looks at two measures to prevent an unannounced 24 hour power
outage for the complete Randstad:”

. The transmission system operator (TSO) requires electricity traders to back their own peak load plus a level of
spare capacity (15% of normal peak demand) with contracted capacity. Traders are allowed to trade
bilaterally units of capacity, which creates a capacity market.

. The TSO buys operational reserves (15% of normal peak demand) directly from producers. This spare
capacity is only dispatched in cases of an emergency.

These measures only pay off when such a black out happens more often than once every 4 years. Thus, looking at
costs and benefits to society, maintaining 15% spare capacity level is a wise strategy if we expect such a major power

outage to happen every 4 years.

a ) — ) . .
A third policy instrument, capacity payments, appears not to be successful in preventing power outages — at least when set at 1 cent
per kWh.

The results of the current study confirm the maitcome in Lijesen (2004); keeping spare
capacity at the level of 15 percent of normal pegeand is not efficient. Some differences
arise as well however. An important differencehattthe current study uses flexible scales for
both policy measures and disturbance, whereasdnjé&004) compares 15 percent of spare
capacity to a 24-hour outage of the Randstad atdsugh the comparison is not very much
out of size in terms of capacity, the length of ¢hisis differs strongly from the one-hour crises
defined in the current study. This is the main edos numerical differences between both
studies, especially the difference between the nigaievalue for the break-even frequency.

Some other differences apply as well. Lijesen (2Q3£s figures from SEO (2003) to value
outages, whereas the current study uses SEO (300#r estimates. Cost figures in both
studies are based on the same figure from OECD8j188hough the costs of keeping spare
gas transport capacity was ignored in Lijesen (2004
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Appendix A Derivation of unexpected demand
fluctuations

This appendix discusses the derivation of expedtedand (used to calculatén section 5.3),
unexpected demand (used in section 5.2) and thar®eiasticity (used in section 0). We
determine the relationship between demand ancetexmhining factors, among which the spot
market price. We proxy demand by the load figundsliphed on TenneT’s website. Load data
are available on the basis of 15-minute interdals we aggregate these figures to hourly data
in order to use them in the same analysis as twer oiata. Spot market prices are published on
an hourly basis on the web site of the AmsterdamdP&xchange. Maximum day
temperatures are retrieved from the website oDilieh meteorological institute, KNMI.

Electricity demand is influenced by a great dedhafors. As electricity is used as an input to
many production processes, demand is partly detedry the characteristics of these
processes, such as time of day, national and eakdholidays and the summer holidays.
Economic growth and technical change are otherriahdatants of production processes
influencing electricity demand. Weather also playsle in determining electricity demand,
particularly through the use of air conditioninglost days and lighting equipment in the winter
months of the year.

Estimating the relationship between prices and tityaconstitutes a great number of
difficulties, especially because demand fluctugtesitly under influences other than prices.
This causes the demand curve to shift along thplgapirve, causing correlation between the
price variable and the error term. We solve thabfgm by estimating a two stage least square
regression, using lagged price as an instrumeatidble for pricé’ The table below lists the
results of the empirical estimation.

% For optimal efficiency, all other explanatory variables are used as instruments as well.
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Table 7.1 Estimation results for electricity peak d ~ emand (GW)

Variable Coefficient t-Statistic
Price (€E/MWh) - 0.000217 -23
Trend 0.0074 34.9
Time of day dummies, hour starting at
9 AM 12.204 1345
10 AM 13.184 178.1
11 AM 13.330 180.0
Noon 13.175 174.0
1PM 12.922 170.8
2PM 12.994 171.7
3PM 12.824 169.5
4 PM 12.580 166.2
5PM 12.499 137.8
6 PM 11.908 131.2
Day of week dummies
Thursday 0.1877 5.7
Friday 0.1734 5.2
Month of year dummies
January -0.7893 -111
February - 0.4444 -6.7
April 0.6621 12.5
July - 0.9965 -11.1
September -0.5164 -10.2
October - 0.4052 -82
Weather variables
Maximum day temperature 0.0126 33
Maximum day temperature times noon-4 PM-dummy 0.0239 5.8
Daylight times 9 AM dummy 0.00002 5.3
Daylight times 5 PM dummy 0.00002 35
Daylight times 6 PM dummy 0.00006 13.5
Holiday dummies
Summer holidays North (dummy) -0.372 -4.2
Summer holidays South (dummy) -0.176 -35
Week 53 (dummy) -1.210 -9.8
Adjusted R? 0.754
No of observations 2510

Most of the (dummy) variables in the table speaktiemselves, others will be explained
briefly below. The trend variable counts days frdanuary I, aiming to represent the
combined effect of economic growth (+) and techinicagress (-) on electricity demand. The
values for the time of day dummies act as timeagf gbecific constants in the equation. The
cross term between maximum temperature and ther:tmdPM’ dummy reflects the fact that
air-conditioning units are used mainly during tlegtést hours of the day. The daylight-variable
is constructed as the quadratic difference fromdhgest day (measured in days). Cross-terms
with early and late hours are constructed in otdeorrectly represent their effect on electricity
use.
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Summer holidays in the Netherlands are differestiatver three regions; North, South and
Centre. As the summer holidays in the Centre regi@mlaps with those in both other regions,
no dummy is added here. The dummy for ‘week 53em$ that many companies are closed in

the week between Christmas and New Year.

The price parameter implies a price elasticity®00014. The distinction between expected and
unexpected demand can be derived from the predietiees and residuals from the analysis.
The left hand column of table 5.1 is constructddgithe predicted value while keeping the

price at zero.
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Appendix B Glossary

Black-out Situation where no electricity is deligdrin a certain region during a
certain period

Break-even frequency The frequency of occurrence medefined crisis at which the
present value of the costs of the policy optiorcéyaequal the
present value of its benefits.

Brown-out Situation in which the quality of deliyeis seriously lowered. This
often results in temporary disturbances of eleatt@ppliances or

variations in the brightness of lighting.

Capacity shortage Situation where electricity dednexceeds available production
capacity
Demand response Reaction of demand to prices, aftitrease in demand because of

an increase in price

Direct/indirect effects Direct effects are the effeof a policy measure in the specific
energy market it is directed at. Indirect effects effects that do not

relate directly to a policy measure, but followrfrits direct effects.

Flexibility factors Mechanisms that counteract aafyashortages.
Load Amount of electricity per unit of time transpem over the network.
Optimal capacity Level of capacity at which an gase or decrease of the level can

not increase welfare.

Reserve contracts Auctioned contracts between &t dnd producers to keep spare

capacity available.

Spare capacity Capacity not used for productioiveledd to the market.

Spinning reserve Reserve capacity ready to be geglm 15 minutes.

Spot market Market where electricity is traded 2drs before delivery.
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Spot market price

Transmission grid

TSO

UCTE

Unbalance price
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Hourly price of electricity, rieall at the spot market.

High voltage (often national)ctlieity network.

Transmission System Operator: operator ofrresimission grid.

Union for the Co-ordination of TransmissionEdéctricity; union of
TSOs of 22 European countries who have synchrortissd

networks.

Price paid by load serving entftiesinbalance caused by

deviations from projected supply.



