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1 Introduction

Recent heterogeneous firms models of international trade stress the importance of fixed export

costs in shaping empirical trade patterns (Melitz, 2003; Chaney, 2008). Yet so far there has been

little systematic research regarding the empirical components of such fixed export costs. Early

studies have provided indirect evidence for their existence by demonstrating the persistence in

export patterns (Roberts and Tybout, 1997; Clerides et al., 1998). More recently, authors have

proposed more structural approaches to quantify their importance (Das et al., 2007). Even

though these studies are of substantial academic interest in suggesting the presence of fixed

export costs, they offer little guidance as to what these costs actually entail.

Some studies have investigated an important implication of the existence of fixed export

costs, which is the resulting hierarchy in export destinations (Eaton et al., 2008; Lawless,

2009). That is, we should expect the number of firms serving a particular market to decrease

as the fixed export costs to enter this market increase. However, the results are generally

disappointing, as firms do not appear to stick to a universal hierarchy. This might imply that

fixed export costs are not (only) country-specific, but perhaps even firm-specific.

In this light, recent theories of multi-product firms offer a valuable explanation (Bernard

et al., 2009; Brambilla, 2009; Bernard et al., 2010; Arkolakis and Muendler, 2010). 1 In

particular, they assume that the impact of fixed export costs is conditional on the size of a

firm’s product portfolio. That is, total fixed export costs will increase with the size of a firm’s

export portfolio (even though costs per product might fall).

In this paper, we take up both these issues in turn. We use a sample of approximately

1,200 large Dutch firms, exporting to 130 countries during the years 2006 and 2007.2 First, we

attempt to open the black box of fixed export costs. Building on a model by Chaney (2008),

we derive a two-stage export decision model, in which fixed export costs function as a natural

exclusion restriction (cf. Helpman et al., 2008). We consider various indicators of national

1This literature has been spawned by the revealed prevalence of multi-product firms in international trade
flows. For example, Bernard et al. (2007) show that, even though only 14% of US exporters are multi-product
exporters, they are responsible for 93% of total export value. Mayer and Ottaviano (2008) report similar figures
for France (19% and 87% respectively).

2When we refer to Dutch firms or Dutch exporters, we mean to imply firms and exporters in the Netherlands.
These firms can be (and sometimes are) foreign owned.
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institutional quality as proxies for fixed export costs. Generally speaking, poor institutional

quality raises the transaction costs of (international) economic exchange by increasing the

uncertainty regarding its outcomes, for example in terms of the ex post allocation of property

rights (North, 1981). These costs are largely independent of the size of the transaction, they

vary substantially across countries, and they are quite persistent over time. In short, they are

potentially good candidates for fixed export costs, and we investigate which of them qualify in

this respect. Second, we investigate whether their importance varies with the size of a firm’s

export product portfolio.

Previewing our results, we find that a country’s voice and accountability, the quality of

its regulations, the extent of corruption, and its cultural gap relative to the Netherlands are

four important elements of fixed export costs. That is, they affect a firm’s country-specific

export decision, but not its subsequent export volume decision(s). For instance, we find that

if Bangladesh (the most corrupt country in our sample) were to lower its level of corruption to

match that in Finland (the least corrupt country in our sample), Dutch single-product exporters

would on average be 4%-points more likely to export to Bangladesh. Yet the median multi-

product firms in our sample (exporting on average 3 products to a country) would benefit by

an additional 1.7%-points in export probability following such a change in corruption. Similar

effects hold for the other fixed costs proxies.

Our study closely relates to a growing literature on the importance of institutional barriers

in hampering international trade volumes. For example, Anderson and Marcouiller (2002)

estimate that the transparency and effectiveness of government regulations have an impact

on trade volumes which is comparable to that of tariffs. Similarly, Crozet et al. (2008) find

that political unstability in a destination country decreases exports due to the necessity of

taking additional safety precautions. Djankov et al. (2010) find that the time it takes to

transfer goods across borders also seriously impedes international trade, documenting that

each additional day of delay is equivalent to distancing two countries by 70 km. Blum and

Goldfarb (2006) and Guiso et al. (2009) find that large differences in culture and trust between

countries tend to significantly lower economic exchange in general, and international trade

in particular. Further evidence on the importance of institutions for international trade is
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provided in inter alia de Groot et al. (2004), WTO (2004), Yu (2010) and Musila and Sigue

(2010). So far, however, their impact on the extensive and intensive margins of firm-level trade

has not been systematically considered.

The rest of this paper is structured as follows: the next section presents the empirical

model and our data. In Section 3, we discuss some descriptive features of these data. Section

4 presents the econometric results. Finally, Section 5 concludes.

2 Empirical strategy

2.1 Empirical model

Recent heterogeneous firms models of international trade (Melitz, 2003; Chaney, 2008) explain

inter alia why exporters are more productive than non-exporters, and why some exporters

export to more countries than others. Many of the results center around the combination

of firm-level productivity heterogeneity and country-level fixed export costs, which create a

hurdle when entering foreign markets. In particular, an important feature of these models is

that they decompose firm exports into two decisions: first, a firm decides whether or not it

exports to a particular market (the extensive margin decision). Second, and conditional on the

first decision, a firm then decides how much to export (the intensive margin decision). Fixed

export costs only affect the first-stage decision.

Our empirical model closely follows the model by Chaney (2008). His model generates two

equilibrium equations, one governing the extensive margin firm-level export decision and the

other governing the (conditional) intensive margin export decision. A firm i’s export decision

(Exp) to market k is positively affected by its labor productivity (φ), as well as country k’s

market size (Y ) and its remoteness (θ) from the rest of the world (making it relatively easier

for firm i to serve country k). It is negatively affected by the prevailing variable (τ) and fixed

(F ) export costs in country k. Conditional on a positive (first-stage) export decision, firm i’s

(second-stage) export volume decision (x) is governed by the same set of variables (and in the

same direction), except for fixed export costs which only affect the extensive margin.3

3For completeness, it should be noted that world income and home-country wages also factor into these
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To turn these two equations into an empirical specification, we first construct a latent

variable Exp∗ijk as follows:

Exp∗ik = α0 + α1 lnφi + α2 ln τk + α3 ln θk + α4 lnYk + α5 lnFk + εik (1)

For all the firms in our sample, we observe whether or not they export to country k, so that we

can construct a binary (0,1) variable Expik which takes the value 1 if firm i exports to county

k, and 0 otherwise. Combining this with our latent variable we thus have:

Expik = 1 ⇐⇒ Exp∗ik ≥ 0

Expik = 0 ⇐⇒ Exp∗ik < 0

(2)

Assuming that εik is normally distributed and independent of the RHS variables in (1) we

can write the probability of a positive export decision as:

Pr (Expik = 1) = Pr (Exp∗ik ≥ 0|φi, φk)

= Φ(α0 + α1 lnφi + α2 ln τk + α3 ln θk + α4 lnYk + α5 lnFk)

(3)

where Φ is the cumulative normal distribution function.

When writing down the (log linear) intensive margin export decision , we should account

for the fact that this decision is conditional on a positive first-stage export decision as in (3).

Hence:

E(lnxik|Expik = 1) = β0 + β1 lnφi + β2 ln τk + β3 ln θk + β4 lnYk + E(υik|Expik = 1) (4)

where the final term on the RHS captures the correlation between the extensive and intensive

export margin decisions. If we normalize the variance of ε to one, and we assume that the

joint distribution of ε and υ is bivariate normal, this term can be rewritten as the inverse

Mill’s ratio, also known as Heckman’s lambda (Heckman, 1979). It is derived from the first

stage model in (3) and entered as an independent variable in (4). Models (3) and (4) are the

two equations. However, since we only consider one home country (the Netherlands) these drop out of the
equations.
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estimating equations, and to account for their interdependence we use a (two-stage) Heckman

selection model to estimate them.4

Note that the theory proposes fixed export costs F as a natural exclusion restriction in the

two-stage procedure. That is, it (negatively) affects the extensive margin export decision in

(3), but not the subsequent export volume decision in (4). We will use this property in the

empirical part to establish which of our variables are proper fixed cost proxies.

Furthermore, we will also extend the model in (3) by adding interactions between F and

the number of products a firm exports to establish whether or not the impact of fixed costs

varies with the size of the productportfolio. Even though Chaney’s (2008) model does not

allow for multi-product firms, Arkolakis and Muendler (2010) derive such a model that yields

two margin equations that are strongly reminiscent of (3) and (4).5 Their analysis shows that

a firm’s optimal product scope on the one hand, and firm productivity, total fixed costs and

export volumes on the other hand are all positively correlated. Hence, we should expect a

positive individual impact of the number of export products on both the export probability

and export volume, and a negative interaction effect with F on the export probability.

2.2 Data and variables

We need three types of data: (1) data on firm characteristics, notably on some measure of firm

productivity and the number of products exported; (2) data on the export patterns of these

firms; and (3) data on export market characteristics. The first two data types are provided by

Statistics Netherlands, the third is derived from several public sources.

We use firm-level data for the 1,200 largest non-financial Dutch firms during the years 2006

and 2007.6 These are firms that report an annual, consolidated, domestic balance sheet total

asset value of at least 23 million Euros. The trade data that we use refer to international

transactions of goods, and are identified by the VAT numbers on which they were recorded.

For each of these transactions, we have information on inter alia the value of the transactions,

4In order to estimate the first-stage equation, we run pooled Probit models while clustering standard errors
at the firm-level. Second stage models are run by means of FGLS while bootstrapping standard errors to
account for the bias induced by first-stage selection.

5In particular, see equations (11) and (27)-(28) in that paper.
6Note that this changes the setup of models (3) and (4) slightly, as a time index t is added.
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the amount and type of goods that are transacted, and the country to which the goods were

exported.

The reason to focus on large firms is that we require sufficient within-firm variation in the

number of export markets served, and that we require a sufficient number of firms that export

multiple products abroad. Most small firms only serve one export market with one product,

whereas large firms often serve multiple export markets with multiple products (cf. Bernard

et al., 2007; Mayer and Ottaviano, 2008).

To construct the dependent variable Expik in (??), we first gather all the export destinations

that any one firm in our sample exports to. This yields a total of 130 export destinations (cf.

Table A1). Using the match between the firms and the trade statistics, we first determine for

each year if firm i exports to country k (Expik=1) or not (Expik=0). The dependent variable

in the second-stage equation (4) is the log of firm-level exports to country k, where exports are

measured in Euros, deflated with 2002 2-digit industry-level deflators.7

As a measure of labor productivity φi we compute for each firm the ratio of value added

over total employment (in FTEs) and take the logarithm. Value added is deflated using 2002

2-digit industry-level deflators. For each firm, we also count how many different products it

exports to a particular country at the 8-digit HS classification level.8

The country-level variables that we incorporate in our model are derived from a variety of

sources. As a measure of market size Yk we use (the log of) total GDP (in constant mln. US$),

which are taken from the World Bank’s World Development Indicators and converted to Euros

using the year-averaged Euro-Dollar exchange rate. Variable trade costs τk are approximated

by (1) the (logged) distance (in km.) between the most populated city of the export destination

and Amsterdam, derived from the CEPII dataset, and (2) the mean ad valorem import tariff

of the export destination, taken from the Fraser Institute.9 We also use these variables to

compute the remoteness term θk for each export destination k in our sample, where we use a

7Several issues arise when performing the matching of the data. For example, even though there are many
multinationals (MNEs) in our dataset, the data do not allow us to distinguish between intra-firm and arm’s
length trade flows. For more information regarding this and other issues, see Smeets et al. (2010).

8We use the 2007 HS classification system to identify unique products.
9Hence, we assume that τk = dke

tk where d is distance and t is the average tariff. We do not include other
common aspects of variable trade costs, such as common borders or common language, as the variation therein
is primarly driven by home-host country heterogeneity. Since we only consider one home-country, the variation
in these variables is very limited in our sample.
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simplified version of the one proposed by Chaney (2008).10

Finally, we use a number of different measures for fixed export costs Fk. Following earlier

studies in this field (cf. Section 1), we proxy three broad types of institutional quality. First,

we consider four proxies for general institutional quality (cf. Anderson and Marcouiller, 2002;

Crozet et al., 2008). The first two are taken from Kaufman et al. (2009) and measure the

right to elect government and the freedom of expression, association and media (voice), and

the government’s ability to formulate and implement sound policies promoting private sector

development (regulation). The third measure is taken from Transparancy International, and

measures the extent of corruption in a country (corruption). The fourth measure captures the

extent of Intellectual Property Rights (IPR) protection and is taken from the updated Ginarte

and Park (1997) dataset (ipr).

Second, we consider two measures of institutional quality that relate more directly to inter-

national trade (cf. Djankov et al., 2010). These indicators are derived from the Trading Across

Borders index of the World Bank Doing Business database. These indicators are collected from

a survey, but refer to the (average) costs and procedures for importing a standard container

of goods into the respondents country. The two measures that we use are the number of doc-

uments required to import a standard container of goods into a country (documents), and the

time it takes (in days) to do so (time).

Third, we also consider a measure of the cultural distance between the Netherlands and

potential export destinations (cf. Guiso et al., 2009). We adopt the KOF index on cultural

proximity (cf. Dreher, 2006; Bjornskov et al., 2008), which measures the extent of cultural

differences between the importing country and western industrialized countries (culture).11

10In particular, Chaney (2008) derives that θk =
∑M

r=1(Yr/Y )(−1/γ)wrτrkF
1/(σ−1)−1/γ
kr .We only use bilateral

distance as a proxy of variable trade costs τ in the computation of θ, as we do not have information on bilateral
average tariffs for the countries in our sample. Similarly, we exclude fixed export costs F from the computation,
as we do not know a priori what these costs are. Furthermore, we compute multilateral resistance terms for each
country k relative to all other countries in our sample, effectively assuming that all countries in our sample have
trade relationships with each other. γ is the regression coefficient from the log rank of a firm in the productivity
distribution, on the log of its productivity (Gabaix and Ibragimov, 2007; Gabaix, 2008).We have performed
this regression also including the full sample of small firms that are surveyed by Statistics Netherlands each
year. Moreover, we computed both an overall γ as well as a 1-digit industry-specific γ, each time applying the
correction suggested by Gabaix and Ibragimov (2007). The results reported below use the overall γ but results
are very similar when using industry-specific γ’s.

11This indicator combines the number of McDonalds restaurants and Ikea shops per capita in a country with
the value of trade in books (as a percentage in GDP). For more information see Bjornskov et al. (2008).
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Table 1 provides some descriptive statistics for these variables in our sample.

<< INSERT TABLE 1 ABOUT HERE >>

3 Export market hierarchies

An important implication of recent models of heterogeneous firms and fixed export costs,

such as Chaney (2008), is that we should observe a hierarchy in the popularity of export

markets. This is due to the variation in cross-country fixed export costs. Given that firms are

heterogeneous in their productivity, the number of firms serving a particular market decreases

with the height of its fixed export costs. We should thus be able to construct a ranking of

export markets, with the most popular export destination at the top of the hierarchy, and the

least popular at the bottom.

The empirical evidence on export market hierarchies is rather weak (Eaton et al., 2008;

Lawless, 2009). In order to investigate its relevance for Dutch exports, Table 2 presents three

definitions of export market hierarchy, and the number of firms that stick to it.

<< INSERT TABLE 2 ABOUT HERE >>

Column one presents the number of firms that serve a particular market, which determines

the ordering of export markets in terms of their popularity. The resulting country ranking

indicates the relevance of the model in Section 2, as the top 10 consists of large, well developed

markets, and the top 3 of markets that are geographically very close to the Netherlands.

Column two imposes more structure. Specifically, each row counts the number of exporters

to a particular country that adhere to a hierarchy within the top 10. Hence, the first row

counts the number of firms serving only Germany, only Germany and Belgium, only Germany,

Begium and France, etc., and similarly for the following rows. The number of firms adhering

to this hierarchy drops substantially relative to column one, particularly within the top 5.

Column three is most strict and fully incorporates the theoretical implications. It counts

the number of firms sticking to an export market hierarchy within the entire set of export

destinations. As can be seen, the number of firms doing so is very small, and once we reach

9



the sixth most popular market (Italy) it drops to zero. This is in line with previous findings

for France (Eaton et al., 2008) and Ireland (Lawless, 2009).

One conclusion could be that fixed export costs are not the crucial factor in determining

firms’ export decisions. However, above we already noted that recent theories of multi-product

firms stress that firms might incur product-specific fixed export costs. This would imply that

the impact of fixed export costs on the export decisions varies with the size of a firm’s export

product portfolio, and hence might be firm-specific.

In this respect, Figure 1 provides some tentative evidence. The figure shows the correlation

between the average number of products that firms’ export to a particular country, and the

corruption perception index of a country (where a higher index means less corruption).12 It

is clear that less perceived corruption (i.e. a higher index) is accompanied by a larger export

product portfolio. This is consistent with the notion that fixed export costs are product specific,

and increase with the size of the product portfolio. In the next section, we investigate this

implication more formally.

<< INSERT FIGURE 1 ABOUT HERE >>

4 Empirical results

4.1 Measuring fixed export costs

The first aim of this paper is to open the black box of fixed export costs. As we explained in

Section 2.1, a proper proxy for fixed export costs affects the extensive but not the intensive

export margin decision. In order to investigate if a proxy has an effect on only one or both

export margins, we enter it both in models (3) and (4). Since we also need an exclusion

restriction to properly estimate this system of equations, we have to add at least two proxies

to the model in (3), one of which can function as the exclusion restriction. By letting each of

them function as such in turn, we maintain maximum flexibility in the specification and are

able to consider a proxy’s performance in all possible contexts. If a variable is a proper fixed

12As we will show in detail in the next section, the extent of corruption is one of the institutional proxies in
our data that qualifies as a fixed export cost.
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costs proxy, it should affect the export decision in (3) but not the volume decision in (4). We

do not add more than two proxies at once because of multicollinearity issues. Table 3 presents

the results.

<< INSERT TABLE 3 ABOUT HERE >>

In order to determine if a variable is an appropriate fixed cost proxy, we compare its effects

within a row and across columns. Specifically, we require that there is a significant (+ or -)

impact on the extensive margin (Ext) but no impact (0) on the intensive margin (Int). Two

variables clearly fail this test: the strenght of IPR (ipr) and the number of days it takes to

ship goods across borders (time). These two variables have the expected effects, but on both

margins simultaneously. This could imply that they are either better proxies for variable trade

costs, or that they contain elements of both fixed and variable trade costs. The number of

documents required to ship goods across a foreign border (documents) does not qualify as a

fixed export cost either. Although it only affects the intensive margin significantly (and with

the expected effect) in two out of six specifications, its impact on the extensive margin is

systematically insignificant.

The remaining four variables (voice, regulation, corruption, and culture) meet the fixed

export cost requirements reasonably well. In the majority of specifications they affect the

extensive margin significantly, but are of no importance for the intensive margin. Also note

that they carry the expected sign in all specifications.13 In order to quantify their impact,

Table 4 below presents the estimates of models (3) and (4), using each of these proxies as a

fixed export cost in turn.

First consider the other export determinants. Most of them enter both models significantly

and with the expected signs, except for the remoteness term which is never significant, and

trade tariffs which are usually only significant in the intensive margin regression. Coefficient

estimates are comparable across the different specifications. The estimates in Model 1 indicate

that a 10% increase in firm productivity increases the export probability – which on average

is +/- 19%-points to any country – by 0.3%-points, and the export volume by 7.4%. The

13An increase in these measures implies increased instituational quality, decreased corruption, and decreased
cultural distance, so that we expect positive coefficients.
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corresponding figures for the other variables are 1%-point and 20% for GDP, and -1.6%-points

and -30% for distance.14 A 1% increase in tariffs reduces the export volume by 4.7%. Heckman’s

lamda (i.e. the inverse Mill’s ratio) enters the intensive margins positively and significantly

in all specifications, indicating that indeed there is a selection bias as the error terms in both

models are positively correlated.15

<< INSERT TABLE 4 ABOUT HERE >>

Next consider the impact of the fixed export cost proxies. Because most of these variables

are measured as indices, their marginal impact is not easily interpreted. Instead, we consider

the following thought experiment: what would happen to a firm’s export probability to a

country experiencing the highest fixed export cost, if this country would be able to lower

those costs to the level of the best performing country in our sample? For instance, Model 1

uses voice as the fixed export cost proxy. Syria has the lowest index on this variable (-1.77)

whereas Norway has the highest (1.55). Accordingly, if Syria was able to improve its voice and

accountability to the level of Norway, this would increase the average firm’s export probability

to Syria by 8%-points (i.e. (1.55+1.77)×0.024).

Similarly, if Iran (-1.61) was able to improve the quality of its regulation to the level of

Denmark (1.93), firms would be 13.1%-points more likely to export to Iran, as indicated in

Model 2. Model 3 shows that decreasing the level of corruption in Bangladesh (with a ranking

of 17) to that in Finland (with a ranking of 97) would increase the export probability by

4%-points. Finally, if the cultural distance gap between Bangladesh to the Netherlands could

be closed completely (implying an increase in the index of 87), this would boost the export

probability by 8.7%-points.

In sum, the four different export proxies are not only qualitatively important, but also have

a substantial quantitative impact on the (average) export probability in our sample. Naturally,

these estimates should be interpreted with care, as they cannot simply be added to arrive at

a total impact of fixed export costs on the export probability. In this thought experiment we

14Even though the different impacts between the extensive and intensive margin seem large, it should be
noted that the variation in the dependent variables is also very different between the two models (cf. Table 1).

15A possible explanation for such a positive correlation might be that unobserved managerial ability - which
arguably positively affects both the export decision and export volumes - enters the error terms in both models.
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only consider partial impacts, but a change in one of these variables most likely also induces a

change in the others. Indeed, the high correlation between them was the reason not to include

them simultaneously in the model.

4.2 Multi-product firms

As we illustrated in Section 3, the importance of fixed export costs is likely to increase with

the size of the product portfolio, e.g. because fixed export costs are product-specific (Bernard

et al., 2009; Brambilla, 2009; Arkolakis and Muendler, 2010). Now that we have established

which of our proxies qualify as (components of) fixed export costs, we can consider whether

their economic impact indeed increases with the size of the product portfolio.

To this end, Table 5 repeats the analyses in Table 4 while including an interaction between

each measure of fixed export costs and the (log of the) number of exported products in the

extensive margin (as well as the individual log number of products).16,17

The coefficient estimates of the “control” variables are comparable to those in Table 4,

although the extensive margin coefficients of GDP and distance are slighly higher in absolute

magnitude. The individual effect of the (log) number of products is positive and significant

as expected (cf. Arkolakis and Muendler, 2010), indicating that firms with a larger product-

portfolio are also more likely to serve a particular market. In particular, the first pair of

regression results (with voice as the fixed cost proxy) suggests that a 10% increase in the aver-

age number of exported products increases the export probability towards a particular market

by 0.8%-points, and the export volume by 9.2%.

16To be more precise, for each firm we compute the average number of products it exports to a country
in its destination portfolio. Hence, the number of products is firm-specific rather than firm-country specific.
The reason for doing so is twofold: first, the number of firm-country products likely is endogeneous to the
country-specific export decision. Second, taking logs in this case only leaves us with the sample of exporters to
a particular country while dropping all non-exporters (which export zero products). This means we would lose
all zeroes on the left-hand-side of model (3).

17Adding interactions in nonlinear models is not without problems, as discussed in Norton et al. (2004).
Specifically, in a standard probit regression, the marginal effect of the interaction term can take on different
values depending on the value of the other covariates, and the reported standard errors on the estimated
coeffients are invalid. We follow the procedure and methodology outlined in Norton et al. (2004) to compute
coefficients on the interaction terms in Table 5. This methodology computes the value of the interaction term
and its correpsonding significance level for each observation and relates it to its position in the probability
distribution. In Table 5 we report the mean value of the implied marginal effects and their standard errors.
Graphs showing the different marginal interaction effects for each observation and their computed z-statistics
are available upon request.
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<< INSERT TABLE 5 ABOUT HERE >>

The final two rows of the extensive margin regressions report the impact of the different fixed

export cost proxies, and their interaction with the (log) number of products. Again consider

the estimates in the first column, with voice as the fixed cost proxy: the non-interacted fixed

cost variable now captures the impact of fixed cost for a firm exporting a single product (on

average) to a country. Conducting a similar exercise as before, the estimated coefficient implies

that single product (SP) exporters are 9.9%-points more likely to export to Syria if that country

improved its institutional quality to the level of Norway (i.e. (1.55+1.77)×0.030).18 Yet for

a median multi-product (MP) firm (that exports an average of 3 products to a country), this

number increases by 1.7%-points (i.e. [1.55+1.77]×[log(3)×0.011]).

Similar conclusions hold for the other fixed export cost proxies. Continuing this example,

we can redo the thought experiments of Section 4.1. This yields that, compared to SP firms,

median MP firms are 1.9%-points more likely to export to Iran, 1.9%-points more likely to

export to Bangladesh, and 1.7%-points more likely to export to Bangladesh if these countries

could fully improve regulatory quality, reduce corruption, and close the cultural gap with the

Netherlands, respectively.

Given that MP exporters only export 2 products more than SP exporters, these estimated

increases in export probability following institutional improvement are quite substantial. Or

stated differently, the additional fixed costs that are incurred on each exported product are

rather sizeable. It thus is clear that the economic impact of reducing fixed export costs can

become quite substantial for MP exporters. This might explain the widely documented fact

that many firms are indeed SP exporters (Bernard et al., 2007; Mayer and Ottaviano, 2008;

Eaton et al., 2008). However, given that MP (and multi-country) exporters are responsible for

the large majoriy of trade value, reducing these export barriers can lead to substantial export

increases.

18This figure is slightly above that estimated in Table 4 due to the fact that all non-exporters (i.e. firms not
engaged in exports at all) are dropped from the sample.
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5 Conclusion

In this paper we set out with two goals in mind: first, to uncover some salient empirical

components of fixed export costs, and second, to investigate if the impact of these costs increases

with the size of a firm’s export product portfolio. Our results indicate that poor institutional

quality can form an important impediment for a firm’s export decision, but does not affect the

subsequent export volume decision. In particular, weak voice and accountability of government,

poor regulatory quality, excessive levels of corruption, and large cultural gaps are all important

deterrents to export decisions. Furthermore, we find that the implied export costs increase quite

substantially with the size of the export product portfolio.

Given the importance of multi-product (and multi-country) firms in aggregate export flows,

the result that their export decisions are severely deterred through fixed export costs, and

poor institutional quality in particular, is an important result. It suggests that future trade

policy may have to start broaden its scope beyond more traditional approaches - such as

lowering tariffs and transport costs - to encompass broader policy areas that aim to improve

insitutional quality in foreign countries. Although the gain from such a policy reorientation

could potentially be large if it indeed stimulates more (and new) multi-product firms to venture

abroad, the very nature of these policies and the barriers that they aim to reduce also suggest

that reshaping policy in this way will not be easy and will require a long-term perspective.

We end by pointing out some limitations of this study: first and foremost, our empirical

analysis only incoroporates the largest firms in the Netherlands. Given that the number of

multi-product and multi-country exporters is clearly overrepresented in this sample, our results

and conclusions are difficult to generalize to the larger population of firms in the Netherlands.

If the large majority of (small) exporters in the Netherlands are all single-product exporters,

our results suggest that fixed export costs are not very important in determining their export

patterns.

Also, the fact that we only consider firms in the Netherlands might bias our results, given

the high degree of openness of the Dutch economy. The extent to which this might bias our

results is not clear: on the one hand, Dutch firms might have extensive export experience,

suggesting that our estimates are conservative. On the other hand, the Dutch economy might

15



be overrepresented by multi-product firms, suggesting that we may be overestimating the

importance of fixed export costs.

16



References

Anderson, James and Marcouiller, Douglas. 2002. ‘Insecurity and the pattern of trade: an

empirical investigation’. The Review of Economics and Statistics 84(2), 342–352.

Arkolakis, Costas and Muendler, Mark-Andreas. 2010. ‘The extensive margin of exporting

products: a firm-level analysis’. NBER Working Paper 16641 .

Bernard, Andrew B., Redding, Stephen and Schott, Peter. 2009. ‘Multi-product firms and

trade liberalization’. Mimeo .

Bernard, Andrew B., Redding, Stephen and Schott, Peter. 2010. ‘Multiple-product firms and

product switching’. American Economic Review 100(1), 70–97.

Bernard, Andrew, Jensen, J. Bradford, Redding, Stephen and Schott, Peter. 2007. ‘Firms in

international trade’. Journal of Economic Perspectives 21(3), 105–130.

Bjornskov, Christian, Dreher, Axel and Fisher, Justina. 2008. ‘Cross-country determinants of

life satisfaction: exploring different determinants across groups in society’. Social Choice and

Welfare 30(1), 119–173.

Blum, Bernardo and Goldfarb, Avi. 2006. ‘Does the internet defy the law of gravity?’. Journal

of International Economics 70, 384–405.

Brambilla, Irene. 2009. ‘Multinationals, technology, and the introduction of varieties of goods’.

Journal of International Economics 79(1), 89–101.

Chaney, Thomas. 2008. ‘Distorted Gravity: The intensive and extensive margins of interna-

tional trade’. The American Economic Review 98(4), 1707–1721.

Clerides, Sofronis K., Lach, Saul and Tybout, James R. 1998. ‘Is learning by exporting im-

portant? Micro-dynamic evidence from Colombia, Mexico, and Morocco’. The Quarterly

Journal of Economics pp. 903–947.

Crozet, Mathieu, Koenig, Pamina and Rebeyrol, Vincent. 2008. ‘Exporting to insecure markets:

A firm-level analysis’. CEPII working paper 13 .

17



Das, Sanghamitra, Roberts, Mark J. and Tybout, James R. 2007. ‘Market entry costs, producer

heterogeneity, and export dynamics’. Econometrica 3(75), 837–873.

de Groot, Henri, Linders, Gert-Jan, Rietveld, Piet and Subramanian, Uma. 2004. ‘The insti-

tutional determinants of bilateral trade patterns’. Kyklos 57, 103–124.

Djankov, Simeon, Freund, Caroline and Pham, Cong. 2010. ‘Trading on time’. The Review of

Economics and Statistics 92(1), 173–179.

Dreher, Axel. 2006. ‘Does globalization affect growth? Evidence from a new index on global-

ization’. Applied Economics 38(10), 1091–1110.

Eaton, Jonathan, Kortum, Samuel and Kramarz, Francis. 2008. ‘An anaytomy of international

trade’. NBER working paper 14610 .

Gabaix, Xavier. 2008. ‘Power laws in economics and finance’. NBER working paper 14299 .

Gabaix, Xavier and Ibragimov, Rustam. 2007. ‘Rank-1/2: A simpe way to improve the OLS

estimation of tail exponents’. NBER technical working paper 342 .

Ginarte, Juan Carlos and Park, Walter. 1997. ‘Determinants of patent rights: A cross-sectional

study’. Research Policy 26(3), 283–301.

Guiso, Luigi, Sapienza, Paolo and Zingales, Luigi. 2009. ‘Cultural biases in economic ex-

change?’. The Quarterly Journal of Economics 124(3), 1095–1131.

Heckman, James J. 1979. ‘Sample selection bias as a specification bias’. Econometrica

47(1), 153–161.

Helpman, Elhanan, Melitz, Marc and Rubinstein, Yona. 2008. ‘Estimating trade flows: Trading

partners and trading volumes’. The Quarterly Journal of Economics 123(2), 441–487.

Kaufman, Daniel, Kraay, Aart and Mastruzi, Massimo. 2009. ‘Governance matters VIII: Aggre-

gate and individual governance indicators, 1996-2008’. World Bank Policy Research Working

Paper 4978 .

18



Lawless, Martina. 2009. ‘Firm export dynamics and the geography of trade’. Journal of Inter-

national Economics 77(2), 245–254.

Mayer, Thierry and Ottaviano, Gianmarco. 2008. ‘The happy few: The internationalisation of

European firms’. Intereconomics: Review of European Economic Policy 43(3), 135–148.

Melitz, Marc. 2003. ‘The impact of trade on intra-industry reallocations and aggregate industry

productivity’. Econometrica 71, 1695–1725.

Musila, Jacob Wanjala and Sigue, Simon Pierre. 2010. ‘Corruption and international trade:

An empirical investigation of African countries’. The World Economy 33(1), 129–146.

North, Douglas D. 1981. Structure and change in economic history. New York: Norton & Co.

Norton, Edward C., Wang, Hua and Ai, Chunrong. 2004. ‘Computing interaction effects and

standard errors in logit and probit models’. The Stata Journal 4(2), 154–167.

Roberts, Mark and Tybout, James. 1997. ‘The decision to export in colombia: An empirical

model of entry with sunk costs’. The American Economic Review 87(4), 545–564.

Smeets, Roger, Creusen, Harold, Kox, Henk and Lejour, Arjan. 2010. ‘Export margins and

export barriers. Uncovering market entry costs of exporters in the Netherlands’. CPB Doc-

ument 208 .

WTO. 2004. ‘World Trade Report 2004: Exploring the linkage between the domestic policy

environment and international trade’.

Yu, Miaojie. 2010. ‘Trade, democracy, and the gravity equation’. Journal of Development

Economics 91, 298–300.

19



Table 1: Descriptive Statistics

Mean St. Dev. Min Median Max
Expik 0.19 0.39 0 0 1
Log exports 12.1 2.92 0 12.3 21.7
Log productivity 4.5 0.65 0 4.46 8.65
Log no. of products 3.14 1.50 0 3.22 7.18
Log GDP 10.3 0.93 8.21 10.2 13.0
Log distance 3.6 0.43 2.24 3.72 4.28
Log remoteness 9.9 0.03 9.86 9.9 10.0
Tariffs 9.49 4.72 2.30 8.30 26.8
Voice 0.11 0.89 -1.75 0.08 1.55
Regulation 0.12 0.88 -1.61 -0.11 1.93
Corruption 41.4 22.2 10 33 97
Ipr 2.41 1.64 1 2 5
Documents 8.59 3.29 1 8 20
Time 31.2 19.1 5 26 102
Culture 53.7 25.5 1.39 61.7 91.9
Values computed for the years 2006 and 2007.

Table 2: Export market hierarchies (2007)

Country Simple ranking Top 10 hierarchy Complete hierarchy
Germany 653 318 21
Belgium 649 301 11
United Kingdom 578 290 5
France 578 289 4
Switzerland 515 283 1
Italy 507 283 1
Spain 496 281 0
Denmark 484 277 0
United States 476 269 0
Poland 458 249 0
The simple ranking denotes the number of firms exporting to a particular market. The
top 10 hierarchy denotes the number of firms that stick to an export market hierarchy
within the top 10 of export destinations. The complete hierarchy denotes the number of
firms that stick to an export market hierarchy within the entire group of (sample)
countries.
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Figure 1: Corruption and export product portfolio size
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