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Abstract in English

Economic growth is ultimately driven by advancegiiaductivity. In turn, productivity growth
is driven by R&D and by utilisation of the publiadwledge pool. This public knowledge pool
is generated by universities and public researstitinions. Underutilisation by firms of results
from public research can reduce economic growtti tha question then emerges how to bring
science to the market. In this report we exploretivar in Europe public knowledge is
underutilised by firms, and investigate the quatitie importance of various knowledge
transmission channels (such as publications, irdboontacts, consulting). Next we study
characteristics of universities and firms that rpegvent an effective knowledge transfer.
Finally we look at a number of policy initiativeegigned to foster science-to-industry
knowledge spillovers in the Netherlands and a sieleof other countries.

Key words: science-to-industry knowledge spilloversentives, policy initiatives

Abstract in Dutch

Economische groei wordt uiteindelijk bepaald doempdoductiviteitsontwikkeling. De
productiviteitsgroei wordt gedreven door R&D en biting van de publieke kennisvoorraad.
Deze publieke kennisvoorraad wordt voortgebrachr dmiversiteiten en publieke
onderzoeksinstellingen. Onderbenutting door beelnijvan de resultaten van publiek onderzoek
kan de economische groei beperken, en de vraagziidmndan aan hoe wetenschap naar de
markt kan worden gebracht. In dit rapport ondereoeke of in Europa de publieke
kennisvoorraad wordt onderbenut door bedrijverpreberen we inzicht te krijgen in het
kwantitatieve belang van de verschillende kanaamkennistransmissie (zoals publicaties,
informele contacten, consultancy). Vervolgens ondeken we de karakteristieken van
universiteiten en bedrijven die een effectieve ksowerdracht in de weg kunnen staan.
Tenslotte kijken we naar een aantal beleidsingiatn die ontworpen zijn ter bevordering van
kennisspillovers tussen universiteiten en bedrijweNederland en een aantal andere landen.

Steekwoorden: kennisoverdracht tussen univergiteitebedrijven, prikkels, beleidsinitiatieven

Een uitgebreide Nederlandse samenvatting is bdsahikvia www.cpb.nl.
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Preface

This project is about science-industry interactionsesearch: how to bring scientific
knowledge to the market? At least to some extewati@mia and industry are separate worlds,
and a widely heard concern is that knowledge tréssion between the public and private
sector is too limited. In this document we studwho foster the border crossings between
science and industry.

The expert committee for this project has providstical, thoughtful, and constructive
comments. The committee consisted of Joke van @madtBVNO-NCW), Karin Jongkind and
Jeffry Matakupan (both from the Ministry of Econaniffairs), Jan van Miltenburg (Advisory
Council for Science and Technology Policy, AWT)ekiNahuis and Mark Roscam Abbing
(both from the Ministry of Finance), Frank van Oanid Roderik Ponds (both from the
Netherlands Institute for Spatial Research anddbtrelniversity), Gerard van Oortmerssen
(TNO-Telecom), and Bart Verspagen (Eindhoven Cdotrénnovation Studies).

The study also benefited from discussions with BigdzZijderveld (NWO), Jeroen Bartelse
and Esther Stiekema (VSNU), and Frank van den Béagjan Konings, Chris Mombers, and
Wouter Segeth (Technology Foundation STW), Jan d€Akzo Nobel and Radboud
University Nijmegen), Hans de Boer and Lieuwe Bowgboth from Delft University of
Technology). Andreas Blom (The World Bank) has gimeany important suggestions and
comments on an early draft of this report, which leal to a substantial revision.

Conference patrticipants at the Regional Studiegdaton (Denmark) and the
International Institute of Public Finance (Southr&a) provided helpful suggestions. The
critical comments by participants of a CPB sympmsan this topic, and especially by the
discussants Anton Franken (Technology FoundatiowsThomas Grosfeld (Ministry of
Economic Affairs) and Diederik Zijderveld (Innovati Platform) are gratefully acknowledged.

The contents of this report remains our own resipditg, and does not necessarily reflect
the opinion of the members of the expert commitse, other persons mentioned above or the
organisations they represent.

Finally, CPB colleagues Maarten Cornet, Taco vaeki&ré Huizinga, and Dinand
Webbink provided helpful comments.

Henk Don, director CPB






Summary

A widely heard concern in the member countriehefEuropean Union is that while their
universities are productive in terms of high quaitiblications, firms in Europe make
relatively little use of the newly created scignténowledge. At the same time, it is believed
that in the US the connections between firms arideusities are much stronger. This
‘European knowledge paradox’ is of great concerBumpean policymakers, as limited
knowledge spillovers between science and industlyee the potential for innovation and
economic growth. Many countries have therefore ta#ten initiatives to improve the
university-to-industry knowledge transfer.

The current report is about science-industry irtioa in research: how to bring scientific
knowledge to the market? The focus is on knowlddgesfer from universities to firms. The
research question is subdivided into three parts:

Do the facts support the policy concerns abouttedpean knowledge paradox’?
What are the potential barriers to interactiontmngide of universities and on the side of firms?
What kinds of policy initiatives have been takeralieviate the various barriers, and what are

the lessons from these experiences?
Empirical evidence on science-industry interaction

Do the facts support the policy concern of a ‘Ewapknowledge paradox'? Three issues
emerge in such an empirical analysis. First, toctvieixtent is the European knowledge paradox
a real problem? Is the US performance with regagstience-industry knowledge transmission
better than in the EU-countries? Second, whattererteans of connection (i.e., the
transmission channels) between science and in@uktsjght into the quantitative importance

of transmission channels may help to design patisruments. Finally, how important is
science-industry interaction for macroeconomic grantance? The latter is the subject of
ongoing concern for the government.

Evidence on European knowledge paradox is mixed and incomplete, although there are

some indications of weak points

A comparison across a selection of OECD countegsals that the evidence of a European
knowledge paradox is mixed and incomplete. It igadj as the ranking of the countries varies
strongly across indicators of science-industryrextdon. Moreover, indicators are lacking for a
number of important channels of interaction, patédy for the US. On three out of six
indicators for which data on the US are availathle,country ranks first. But it seems to be an
overstatement to use this as evidence for theesxstof a European knowledge paradox.



Next, we explore science-industry interaction ia Metherlands, compared to other European
countries. An examination of the use of sourcdsfofmation by R&D managers (the
European Community Innovation Survey) shows thatdlare both strong and weak points in
science-industry knowledge transfer in the Netmelda The data reveal that only few firms
mention universities to be an important sourcenfidfrimation. The intensity of science-industry
interaction depends on the size of the firm. Largepanies show a greater propensity to
collaborate with the public research sector thaalsamd medium-sized firms.

Public and private knowledge transfer channels are complements

From US evidence it appears that the most impottansmission channels are the public ones
(such as publications and reports). However, infdrimformation channels and consulting,
which involve personal contacts, are also importirappears that these private channels are
often used in conjunction with the public chann@lse distinction between public and private
transmission channels overlaps with the distinclietween codified and tacit knowledge.
Publications in scientific journal transmit coddi&nowledge. Transfer of tacit knowledge
requires personal contact. The complementarity éetwoublic and private knowledge
transmission channels therefore suggests thatieddihd tacit knowledge are complements in

the transmission of knowledge.

Science-industry interaction is intertwined with ma croeconomic performance

Cross-country data from the Global CompetitiveriRgport show that science-industry
interaction is closely intertwined with a rangeottfier indicators for the knowledge economy,
and with macroeconomic performance. First we oles#rat countries where firms spend
heavily on R&D tend to be countries with high papita incomes. Second, the data show that
countries where the respondents indicate that coiepapend heavily on R&D also tend to be
countries with intensive and ongoing research bolation between the private sector and local
universities. Finally, strong correlations are fduretween the intensity of university/industry
research collaboration and a range of other indisasuch as the quality of research
institutions, public R&D support, intellectual prxy protection, and venture capital
availability. It should be stressed that these nleskcorrelations do not allow us to draw
inferences about causality. For instance, intensiience-industry interaction could encourage
private R&D investments, but it could also work titker way: companies heavily investing in
R&D seek for research collaboration with the pubkctor. This is important, as it implies that
policies to strengthen science-industry interactioray not be effective when causality runs the
other way. In that case, more intensified R&D dodieations would be a side-effect of policies
to encourage private R&D investments. Further neseshould improve our understanding on
the causal impact of science-industry interaction.
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Potential barriers in science-industry interaction

Which factors could hamper science-industry intéoa@ There may exist barriers to
interaction on the side of universities and ondide of firms. From the economic literature, the
report derives a number of potential barriers teraction. These barriers are identified by
studying certain characteristics, in particular itieentive structure, of the universities and
firms. Probably the most important barriers ardlasesigned reward structure for scientists in
the public research sector, and a lack of absarmiapacity of private firms.

Barriers in the public research sector: Reward stru cture of scientists does not encourage
activities to bring science to the market

The reward structure of scientists and their acédeareers depend on publication records.
Scientific ambition is reflected in a publish orrigh culture. This ‘norm of disclosure’ from the
scientific community may clash with the norm of sy common to the business world. But
even without such a cultural clash it is safe &testhat scientists experience little or no
incentives to engage in science-industry interactichile they experience high-powered
incentives to publish. Besides, two other potetta@tiers may exist within universities. First,
the culture within universities may not encourag&epreneurial activities, which is considered
to be outside the scope of an academic. Howevenften-mentioned drawbacks of a more
entrepreneurial attitude of scientists (i.e., peatsd with the disclosure of research results and
shifts in the agenda away from fundamental to napalied research) do not receive robust
empirical support. A final barrier to science-inttysnteraction in the public research sector is
a large difference between the research agendasarsities and firms. The funding structure
of universities affects the public research ageadd,thereby the potential for science-industry
interaction. While this limits the opportunities fateraction, some public-private difference in
research specialisation may be justifiable in teofrlenowledge externalities and public tasks.
Winding up, the reward structure seems to be thet imgportant barrier in the public sector.
Entrepreneurial activities by scientists will als®related to this reward structure, and the
problem of diverging research agendas in the p@blt private domain can be reduced by
making it attractive for scientists to collaborati¢h industry.

Barriers in the private sector: Lack of absorptive capacity of firms may harm utilisation of
scientific knowledge

Lack of absorptive capacity within firms can fornasage barrier to use knowledge developed
elsewhere. Absorptive capacity is a function offtira’s investment in R&D, and of its
connection to the scientific community. A firm irstang in R&D and in networks with the
academic community can benefit more from the pubdiewledge pool. To date, our
understanding of the connection between absorptipacity and private R&D efforts is very
limited. A second barrier for firms to utilise sotdic knowledge relates to capital market
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imperfections due to information asymmetries. Fimasy find it difficult to obtain credit to
finance their research projects. A third potertigirier comes from agency problems within the
firm. For instance, the management may prefer asy'dife’ and postpone innovation or
adoption of new technologies. To sum up, a lacklb®orptive capacity may be the dominant
barrier in firms to effectively interact with theientific community. The problem of credit
market imperfections can partly be solved by theketa for instance by providing ‘smart’
venture capital. Internal agency problems cannadeed directly through government
intervention, although indirect policies (such ampetition policy) could reduce these
problems.

Policy initiatives and options to promote science-i ndustry interaction

What kinds of policy initiatives have been takeralieviate the various barriers, and what are
the lessons from these experiences? The repottsdiss a number of domestic and foreign
policy initiatives. The various policy interventiare classified by their focus to remove or
reduce a specific barrier identified within the pailbesearch sector or the firm. While policy
interventions seem to cover all the potential leasrive have identified, assessment of these
policies should be based on their effectivenessrims of improved science-industry

knowledge transmissions.

Policy interventions, part I: Reducing specific bar riers

Provide direct incentives for scientists to engage in science-industry interaction

Scientists may be encouraged to try and bring theé@ntions to the market by means of direct
financial incentives. These financial rewards cdoldexample be connected to patenting
activities. The Bayh-Dole Act in the US allows Angan universities to patent and license their
inventions from federally funded research. Fromulseexperience we learn that revenue-
sharing may significantly affect the scientist'®pensity to patent. In the Netherlands,
universities have always been free to patent reswdtn publicly funded research. However,
direct incentives for scientists to commercialiseitt findings are largely absent. This may
explain why Dutch universities produce relativedgyvfpatents.

Provide preconditions for entrepreneurship in acade mia

Scientists often meet many practical problems whgng to bring their ideas to the market.
Professional guidance and technical assistancaaitssts with marketable inventions can help
to commercialise public research. Technology Trem&ffices (TTOs) affiliated at US
universities fulfil such functions. They introduseientists to the business world, build
networks of industrial partners, set up guidelifeeshe commercialisation of research findings,
manage and license university owned patents, etiwelsities characterised by a larger number
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of staff for TTOs, higher faculty salaries and mfa@eral and industrial resources, had a higher
technology transfer effectiveness score. Althoughexperience with the TTOs is not always
positive, certain elements are worthwhile to coesid the Dutch context. For instance, TTO-
like institutions could support a more professiguatient policy in the university sector.

Another instrument is the Dutch TechnoPartner mogwhich targets at technostarters from
both the public and private sector. The programteasjses the importance of science-industry
interaction, and focuses on spin-offs from univérsiand other public research institutions.

Encourage public-private research collaborations to improve the match in research

activities

Science-industry interaction will be limited whéretpublic and the private sector have
different research agendas. The match betweencpatdi private research can be improved by
encouraging joint public-private research collaliors. Two important instruments in the
Netherlands are the Technology Foundation STW badecision for Subsidies for
Investments in the Knowledge Infrastructure Bsik\Wsaims to finance and stimulate high-
quality scientific research, and to promote thésatiion of the results of this research. The Bsik
is a large scale, thematic investment in publiegig research collaboration projects.
Stakeholders from both the public and private semtye involved in the selection process of
research themes and projects. The selection eritefér to economic returns and scientific
quality. Moreover, the Bsik requires that each aede collaboration matches the Bsik subsidy
by an equal amount, and that the collaborationistssf public and private partners,
committing both public and private participantghe project. Some foreign policy initiatives to
match the public and private research agendasaradustry/University Cooperative Research
Centers (I/UCRCSs) in the US and Tekes in Finland.

Increase absorptive capacity of private firms

One way to increase a firm’s absorptive capacity isncourage R&D efforts. Policy
instruments to increase private R&D investment (taduction programs, subsidies, or
procurement) may have the side effect that abs@rjgtipacity also increases. Previous studies
on the effects of foreign and Dutch programs tmslate private R&D activities have not paid
attention to the consequences for absorptive cgpddie available studies focus on the extent
to which the subsidy leads to additional R&D spegdiy firms (compared to a situation
without the subsidy). The evidence on this so-dadidditionality is rather limited and mixed.
The design of the R&D support program may affe@rsme-industry interaction. First, the
program may require that the R&D project entailgesech that is new to the market and not
only new to the firm. This increases the chancetti@research has close links with new
scientific knowledge (although the condition maydifficult to implement). Second, the R&D
program could be made contingent on the size ofitime Small firms typically have less in-
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house absorptive capacity (perhaps with the exzepti high-tech starters) and meet more
difficulties in the capital market.

In the Netherlands, the WBSO, a wage tax crediRi&D labour, is a relatively important
instrument in fostering private R&D. The WBSO ia @urrent form is perhaps less suitable to
promote absorptive capacity in the sense that thgram only requires that the research to be
conducted is new to the firm, not specifically niemthe market. Also, the WBSO favours
technostarters, which already have more intimatmections with the scientific community.
On the other hand, the WBSO is more generous fatl $imms.

An alternative instrument which decreases the teddild absorptive capacity in-house are
intermediary public research organisations suchiN® and the Great Technological Institutes
(GTlIs).

Be ‘intelligent’ with venture capital for private f irms

Entrepreneurs might encounter difficulties to fioamesearch and development projects. The
TechnoPartner program includes a facility to prewértificates which can be helpful in
attracting credits. While this is an interestingagthe success or failure of such a certificate
system depends on whether the financial sectopéedeor not. Anecdotal evidence suggests
that banks may attach little value to such cestfis. Direct public provision of capital could be
an alternative, but this raises a host of othestjoies. It will be particularly hard to defend why
the government would have more information on ttespects of a certain investment than the
financial sector. Information problems can be redliy the provision of ‘intelligent’ venture
capital (supported by independent experts). An gnais the Israeli venture capital program
Yozma, and policy makers may want to consider tt@duction of a similar program in the
Netherlands.

Policy interventions, part II: General conclusions

The exploration of the various domestic and foreigrtruments reveals that the design of an
instrument determines its success, that we neednsider whether the various policy
instruments reinforce or weaken each other, andetheuation studies based on experiments
should help to identify the causal impact of palicy

The design of an instrument determines its success

The review of the policy initiatives implementedtire US, Finland and Israel to remove
barriers to science-industry interaction shows thatdesign of an instrument determines its
success. For instance, the US experience with Ti@sThas shown that offices with a royalty
sharing system are more effective in technologystier. Also, R&D creates not only
innovations but also capacity to absorb knowledzeetbped elsewhere. A positive side-effect
of R&D support programs is that higher private R&€&livity also enables firms to make better
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use of the public knowledge base. These programhtroe designed such that these positive
side-effects of R&D are reinforced. Criteria on theovativeness of the subsidised research

and the size and nature of the firm might be careid.

Effectiveness of policy mix remains to be confirmed

In the Netherlands and other countries, a largebauraf initiatives to promote science-industry
interaction have been undertaken, but their jdilgiciveness remains to be confirmed. In
particular, we need to consider whether the varpmlgy instruments reinforce or weaken each
other. At this stage, little is known about sucligyinteractions. As the analysis of knowledge
transmission channels has shown, knowledge is tfamsferred through a combination of
public and private channels. Therefore, in ordgsrtimote the connection with the scientific
community, one could, for instance, extend the WEBayram with a facility to encourage

research collaboration with the public researchosec

Experiments help to identify the causal impact of p olicy

Reliable ex post evaluation studies on the effeciss of policies to encourage science-
industry interaction are scarce. Insight into tffeativeness of policy could be improved by
making sound ex post evaluation an integral elenmetiite process of policy design and
implementation. This requires a proper experimet¢sign. One possibility is to use a lottery,
but some form of discontinuity in the eligibilityiteria can also be exploited (this is done in
studies based on natural experiments). For exarnf@edutch Innovation Platform randomly
allocates vouchers to small and medium-sized fifthese vouchers can be used to finance
research contracts with universities and non-acadeseearch institutions. Comparison of the
outcomes in the treatment group and the contralguan reveal the causal impact of the
innovation vouchers. Such experiments help to im@mur understanding of the effectiveness

of the various instruments.

15



16



Introduction

Economic growth is to a large extent driven by watin, i.e. the introduction of new
products, services and processes. Innovation fgedasut by firms who try to distinguish
themselves from their competitors. The innovatioteptial of firms depends on their own
R&D effort and the extent to which they can beniéin the public knowledge pool. This
public knowledge pool is generated by universiéind publicly funded research organisations.

A widely heard concern in the member countriehefEuropean Union is that while their
universities are productive in terms of high quaditientific output, European firms make too
little use of the newly created scientific knowledét the same time, it is believed that in the
US the science-industry connections are much sémoridnis so-called ‘European knowledge
paradox’ is of great concern to policymakers, adtéd knowledge spillovers between science
and industry lower the potential for innovation awbnomic growth. Apparently, some barriers
exist in the knowledge transfer from science taigidy. Many countries have therefore
undertaken initiatives to improve the universityitdustry knowledge transfer (see Chapter 2
in OECD, 2002).

The current report is about science-industry irtiéoa in research: how to bring scientific
knowledge to the market? The focus is on knowlddayesfer from universities to firmsThe
report starts by examining empirically whether Eheopean knowledge paradox is a real
problem. Second, the report discusses potentiaklsto interaction on the side of the
universities and the side of industry. Finally, teport investigates what kinds of policy
initiatives have been taken to alleviate the vagibarriers, and what we can learn from these
experiences.

In Chapter 2, we present some indicators on knaydedilisation and interactions between
science and industry in order to try and quantify European paradox, and its importance for
macro-economic performance. We also look at theouarchannels of knowledge transfer
between science and industry. These channels mgullications, patents, consulting,
informal meetings, recruiting, licensing, joint veres, research contracts, etc. Insight into the
guantitative importance of the various transmissibannels will help to design appropriate
policy instruments. The analysis shows that thd@wie on the European knowledge paradox is
mixed and incomplete, and that public channelshof#edge transfer in conjunction with
personal contacts are essential.

Chapters 3 and 4 elaborate on potential barriettimihe public research sector and within
firms. These potential barriers are identified twdging certain characteristics of the
universities and firms as described in the econditei@ture. An important element is the
incentive structure. Within the university sectmne important incentive concerns the reward of

* In this report, the Dutch upper vocational education (HBO) institutions and the publicly funded non-academic research
institutions are considered as a means to bridge the gap between science and industry (see Chapter 6).
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scientists for commercialisation of their ideasg@ter 3). And what is the price of intensified
relationships with industry in terms of the disclos of research findings, or change in the
nature of research? Chapter 3 also discusses sherepmtential barriers within the public
research sector. For firms, in order to benefitficnowledge spillovers, it is important to build
‘absorptive capacity’ (Chapter 4). A firm’s R&D eft increases innovation, but it also helps to
make use of the public knowledge pool. The adopiostientific knowledge by firms may
also be affected by information problems. Suchrimi@tion asymmetries could lead to credit
market problems, making it difficult for firms ttnnce R&D activities. Chapter 4 deals in
greater detail with these issues. The focus otthmeent report is on the utilisation of public
knowledge, but we emphasise that there is stroitgree for reverse knowledge spillovers,
and university-industry interaction can be fruitfot academics in terms of new ideas.

In Chapter 5 and 6, we explore a number of intéwnat and national policy initiatives
aimed at promoting university-industry knowledgélapers. Unfortunately, convincing
evaluation studies are scarce, making it diffitalassess the effectiveness and efficiency of the
various policies. We will however try to analyseetirer the different policies are expected to
be able to alleviate the barrier for science-inguistteraction for which they are designed in the
first place. It appears that the design of instmit®@nd the policy mix of instruments are
important elements in the success of policy inites. Evaluation studies based on experiments
should help to identify the causal impact of palicy

Chapter 7 sums up the evidence and derives sonezaigrolicy options.
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2

Science-industry interaction: An empirical assess ment

How important are science-industry interactiongésearch for economic growth? Which transmission

channels are important? Is there really a Europ&aowledge paradox? The current chapter presents

some empirical evidence on science-industry intevacStrong correlations are found between the

intensity of university/industry research collabtboa and a number of indicators for the knowledge

economy, such as R&D investments, the qualitysd#fareh institutions and public support for private

R&D. Furthermore, transfer channels which are acilele to everyone, such as publications and

meetings, appear to be relatively important. Betytyo in conjunction with channels where personal

contacts are essential, such as consulting. Finallpomparison across a selection of OECD countries

reveals that it is probably an overstatement t& t#fla European knowledge paradox, although thaddni

States seems to show a somewhat better performaetsively weak points in the Netherlands compared

to other European countries are the cooperatiomieein national universities and the private secaod

the importance of universities as a source of kedge for the service sector.

2.1

2.2

Introduction

It is widely believed that knowledge transfer fremience to industry is important for a strong
performance of the economy. This is accompanied pglicy concern within the European
Union about the so-called European knowledge paraslbich states that European firms
utilise relatively less scientific knowledge fromiversities compared to their American
counterparts. But do the facts confirm these polieys? The current chapter investigates the
empirical relationship between science-industrgriattion and macro-economic performance
(Section 2.2). The latter is the subject of ongaingcern for the government. Second, some
evidence is presented on the various types of atioms (i.e. transmission channels) between
science and industry (Section 2.3). Insight indiantitative importance of transmission
channels may help to design policy instrumentsaliinthe chapter explores indicators on
science-industry interaction for the European Uriompared to the United States, with a focus
on the Netherlands (Section 2.4). Is the US perémica with regard to science-industry
interaction better than in the EU-countries?

Science-industry interaction, R&D and macro-eco  nomic performance
How important is science-industry interaction isgarch for macro-economic performance?
Theoretically, this relationship runs via privat&Ractivity. Figure 2.1 presents the

correlation between per capita GDP and R&D condlbtethe private sector for 104 countries
in 2004, based on data provided by the World Ecaaéiorum (2004) in the Global
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Competitiveness Report 2004-200Bhese 104 countries cover 98% of the world’s GDie
figure shows a positive relationship between com@&D spending and per capita GDP,
although there is substantial dispersion in tha#@hough no causal relationships are
presupposed in the current exeréiseshould be noted that the correlation betweerDR¥#ad
per capita incomes can be blurred because sevaraitfally important explanatory variables
are omitted, such as investments in physical amadmucapital. But the overall picture is
consistent with the widely supported view that R§€nerates substantial returns.

Figure 2.1 Correlation between company R&D spending and GDP per capita for 104 countries, 2004
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Note: Company R&D spending is measured by a scale factor based on the question “Companies in your country (1=do not
spend money on research and development, 7=spend heavily on research and development relative to international peers)”.
Source: World Economic Forum (2004), Global Competitiveness Report 2004-2005, international survey among business

executives and entrepreneurs.

2 It would be preferable to use data on labour productivity, as employment and hours worked per person differ substantially
across countries. However, such data are not readily available for a large group of countries. The R&D data are from a
large-scale international survey among business executives and entrepreneurs (8,729 responses from 104 countries).
Company R&D spending is measured by a scale factor based on the statement “Companies in your country (1=do not spend
money on research and development, 7=spend heavily on research and development relative to international peers)”.
Survey data may be unreliable when ‘optimism’ or ‘pessimism’ is correlated among individuals in one country, or when the
law of large numbers does not apply (i.e. when there is only a limited number of respondents) so that individual idiosyncratic
errors do not wash out in the country average. But the survey data on R&D show a fairly large correlation with *hard’ macro-
economic data on R&D/GDP-ratios reported by the OECD Main Science and Technology Indicators (R2=0.73 for 37
countries). Two outliers (with the highest R&D/GDP-ratios) are Sweden and Israel, where executives and entrepreneurs
seem to underestimate the total private R&D performance of their country.

% The outlier in per capita GDP around US $ 63,000 is Luxembourg.

4 To identify causality, purely exogenous variation in the independent variables is required, and such an econometric
investigation is beyond the scope of this study.
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We expect private R&D activity to be related witkagge range of factors, among which the
interaction between science and industry. The WiBddnomic Forum (2004) provides country
data on university/industry research collaboratidthin a country, with the scale measure: “In
its R&D activity, business collaboration with loaativersities is (1=minimal or nonexistent,
7=intensive and ongoing)”. Figure 2.2 shows thatie@hship between the intensity of science-
industry research collaboration and company spgnalinR&D. Without claiming causality,

the figure clearly shows that countries where #spondents indicate that companies spend
heavily on R&D also tend to be countries with irsiee and ongoing research collaboration
between the private sector and local universieseral studies on micro-level data for specific
countries (Belderbos et al. (2004) for the Nethetta Faems et al. (2005) for Belgium, Lo6f
and Heshmati (2002) for Sweden) also find that ewrsity/industry research collaboration is

one of the central building blocks of a nationaldmation system.

Figure 2.2 Correlation between university/industry research collaboration and company R&D spending for
104 countries, 2004
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University/industry research collaboration

Note: The intensity of university/industry research collaboration is scaled 1 to 7 based on the statement “In its R&D activity,

business collaboration with local universities is (1=minimal or nonexistent, 7=intensive and ongoing)”. Company R&D
spending is measured by a scale factor based on the question “Companies in your country (1=do not spend money on
research and development, 7=spend heavily on research and development relative to international peers)”.

Source: World Economic Forum (2004), Global Competitiveness Report 2004-2005, international survey among business
executives and entrepreneurs.

It should be stressed that these observed cooe$atio not allow us to draw inferences about

causality. Intensive science-industry interactionld encourage private R&D investments, but
it could also work the other way: companies heawilyesting in R&D seek for research
collaboration with the public sector. This is imaont, as it implies that policies to strengthen
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science-industry interactions may not be effectilen causality runs the other way. In that
case, more intensified R&D collaborations wouldabside-effect of policies to encourage
private R&D investments. Further research shouloréwe our understanding on the causal

impact of science-industry interaction.

The intensity of university/industry collaboratianight be related to other factors. For instance,
the quality of education and public research instins, the availability of scientists and
engineers and patenting by universities may prowidentives for transfer of scientific
knowledge from the public research sector. Furtioeemthe utilisation of scientific knowledge
by business firms may be boosted by the eagertridgsme to absorb new technologies, venture
capital availability, subsidies and tax creditsfiom-level research and development, and more
generally, the tax burden and the intensity of laoanpetition.

On the basis of data provided by the World Econdpaium (2004), it appears that
intensity of university/industry collaboration celaites strongly with such factors, in particular
the quality of scientific research institutionseitectual property protection, public support for
private R&D, and the availability of venture capif@able 2.1), again without presupposing
causal relationships.

Table 2.1 Correlations between company R&D spending  , university/industry collaboration and other
factors across 104 countries, 2004

R&D COLL QINST ENGIN QM&S IPR ABS vC SuUB TAX COMP
R&D 1.00
COLL 0.94 1.00
QINST 0.91 0.90 1.00
ENGIN 0.66 0.67 0.75 1.00
QM&S 0.62 0.65 0.69 0.80 1.00
IPR 0.84 0.84 0.80 0.61 0.62 1.00
ABS 0.80 0.78 0.76 0.67 0.58 0.82 1.00
vC 0.78 0.81 0.78 0.62 0.63 0.84 0.76 1.00
SuUB 0.79 0.83 0.78 0.66 0.69 0.76 0.71 0.74 1.00
TAX -0.01 -0.09 0.04 -007 -017 -015 -028 -0.24 -0.09 1.00
COMP 0.71 0.75 0.74 0.62 0.60 0.74 0.78 0.75 069 -0.15 1.00

Note: R&D = company R&D spending; COLL = university/industry collaboration; QINST = quality of research institutions; ENGIN =
availability of scientists and engineers; QM&S = quality of math and science education; IPR = intellectual property protection; ABS =
firm-level technology absorption; VC = venture capital; SUB = public support for private R&D; TAX = tax burden; COMP = intensity of
local competition. Correlations are calculated on basis of scale factors.

Source: World Economic Forum (2004), Global Competitiveness Report 2004-2005, international survey among business executives and
entrepreneurs.

® All variables are measured on a scale, from 1 (low, small, or weak) to 7 (high, large, or strong). ‘Intellectual property
protection’ concerns also patenting by private firms (and other forms of intellectual property protection), not only university
patenting (which is actually only a small fraction of total patenting).
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In the perception of business executives and em@neprs, countries differ substantially in
R&D performance, university/industry collaboratiand the other related factors (Table 2.2).
The US appear most often in the top 3. In Eurdmentost advanced countries are Sweden and
Finland. For the rest of the world, Singapore asrddl are prominently present in the top 3.
Finland is on top when it comes to managers’ satigfn with university/industry
collaboration, while the Netherlands shows up atsventh place. In terms of intellectual
property protection and venture capital availapilihe Netherlands scores highly with a fourth
position. The quality of Dutch research institutds in the upper bound, with the Netherlands
ranking seventh (and the US first). Regarding mulipport for private R&D via subsidies and
tax credits, the Netherlands appears at the niattep

Low rankings might indicate potential barriers aiesice-industry interaction in the
countries under consideration. However, this iathar rough indication. First, the differences
between the scores of many countries are very sif@#t implies that rankings may change
easily across years without a fundamental shi¢bimparative economic performance. Second,
the variables do not tell much about science-ingusteraction via different channels and at a
more disaggregated level. Section 2.3 and 2.4 geowiore detailed evidence on these issues.

Table 2.2 Summary statistics on company R&D spendin g, university/industry collaboration and other
factors across 104 countries, 2004

Mean St.  Min. Max. Top 3 Dutch ranking
Variable dev. (score)
R&D 337 094 18 58 Jap US Ger 7(4.7)
University/industry collaboration 3.30 0.95 1.6 5.8 Fin US Swe 7(4.9)
Quiality research institutions 3.96 0.95 2.1 6.3 US Swe Isr 7(5.4)
Scientists and engineers 465 0.91 2.0 6.3 Ind Fin Isr 14 (5.0)
Quiality of math and science education 412 1.08 1.8 6.2 Sgp Fin Fra 10 (5.1)
Intellectual property protection 3.86 1.26 1.8 6.3 Swe Den us 4 (6.0)
Firm-level technology absorption 459 0.90 2.6 6.3 Jap US Swe 13 (5.0)
Venture capital 3.30 0.91 14 5.8 us Isr UK 4(4.9)
Public support for private R&D 3.13 1.02 15 5.5 Sgp  Lux Tai 9(4.4)
Tax burden 3.63 0.64 15 4.8 Bah UAE Sgp 14 (3.7)
Competition 4.76 0.68 2.8 6.3 us UK  Aus 5(5.7)

Note: Dutch ranking calculated by giving countries with similar scores the same position in the ranking (i.e. by deleting multiple counts).
Source: World Economic Forum (2004), Global Competitiveness Report 2004-2005, international survey among business executives and
entrepreneurs.
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2.3

Channels for knowledge transfer from science to industry

Which types of knowledge transfer channels betvgaiemce and industry do exist and which
ones are relatively important? Several transmissi@nnels can be identified, such as:

Scientific publications: By publishing the resuitsm their research, academic scientists make
new scientific knowledge widely available to theroounity and business.

Outsourcing of research by firms: Firms can detid@artially) outsource their research
activities to a university or public research ing8.

Start-ups: Academic researchers and students cided® start their own company and bring a
new idea to the market.

Patents and licensing: Protection of intellectuapgrty on academic research results should
help to promote knowledge diffusion to industry.

Human capital mobility: Human beings are the casr tacit knowledge, so a direct way for
firms to gain access to tacit knowledge is to bitelents and university staff. Also more
temporary forms of human capital mobility, suchirdernships and consulting services, can
contribute to science-to-industry knowledge trarssoin.

The extent to which knowledge is tacit is an impottelement in the transmission of
knowledge from science to industry. New knowledgdeéveloped in tacit form, i.e. in its
inventor's head. Cowan and Foray define knowledg#fication as “the process of conversion
of knowledge into messages which can be processedarmation” (p. 2, 1997). Tacit
knowledge can only be transmitted through sociaraction between the sender and the
recipient, while the transfer of codified knowleddges not require personal contact. Tacit
knowledge thus possesses characteristics of a albeconomic commodity in the sense that it
is rival and excludable (and thus tradable on ntajke

However, this does not imply that no market faifuagise in the transfer of tacit knowledge.
The public good character of academic researchidlyuarantee optimal spillovers to the
business community. The open science culture ofeusities encourages scientists to codify
their research findings, e.g. in the form of pudticns. When a scientific discovery is published
in a journal, the market sector has access tadtee and can decide whether or not to
commercialise it. However, even though good jowwitmand that the results are reproducible,
it is often impossible or too costly to codify klowledge and part of it will remain tacit. In
that case, publication of research results is afficgent to bring scientific discoveries to the
market. Other transmission channels with more peistontacts (such as consulting services)
are then needed.

An implication of the fact that knowledge remairstly tacit is that spillovers will be
bounded geographically. In fact, several authousdiothat spillovers from academic research
are more localised than spillovers from industrésearch. For instance, Frenken and Van Oort
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(2004) study the role of proximity in scientificltaboration in biotechnology and applied
microbiology. The authors use data from the Intitf Scientific Information, and study
collaboration among research institutions in thedd the European Union. Frenken and Van
Oort find that ‘hybrid’ collaborations, i.e. collatations between an academic and a non-
academic organisation, are characterised by a higwee of geographical localisation than
other types of collaboration. Adams (2002, p.2uaggthat “Since academic research is usually
regarded as more of a public good than firm re$edhés finding poses something of a puzzle.
The solution requires one to see that geograpbalilation of university spillovers reflect ease
of dissemination of normal science, which takes@l@rough nearby institution§”.

Cohen and Walsh (2000) consider the transmissianrels through which public research
affects industrial R&D for four industries (drudmsotechnology, semiconductors and
computers). They “... hope to arrive at some idedefextent to which firms might rely on
channels of information from public research ingiitns that are public, private or lend
themselves to privatization” (p. 6, 2000Jhe authors use the 1994 Carnegie Mellon Survey to
investigate these transmission chanfidlee respondents were asked on a four point Likert
scale to report the importance to a recently cotaglenajor R&D project of each of ten
possible sources of information, i.e. patents, igalibns and reports, meetings or conferences,
informal exchange, hires, licenses, joint ventucesitracts, consulting, and temporary
personnel exchanges. Figure 2.3 shows the peraenfagspondents reporting that a given
source was at least ‘moderately important’ (i.@les@ or 4). The most important transmission
channels in the four investigated industries appeae the ‘public’ ones, namely publications
and reports, and meetings or conferences.

These results are similar to findings for the mantifring sector as a whole as presented in
Cohen et al. (1998). This latter study reportshasiour dominant transmission channels (in
descending order of importance) publications apdnts, public meetings and conferences,
informal information channels, and consulting. Qokéal. (1998) also conduct a factor
analysis, and find that the four transmission cleéstend to be used together. This is
important, as it suggests that person-to-persamndntions tend to be used in conjunction with
more public channels. This supports the idea #wt &nd codified knowledge are complements

in the knowledge transfer process.

® This spatial proximity may also affect the issue of university financing. Local governments should consider the role of their
universities in regional economic development when spillovers are localised (cf. Varga, 1997). The financing of research
activities with global spillovers should be a matter of concern at the national and international level.

" Here the term ‘public’ refers to the openness of the channel, the extent to which it is accessible to everyone, in contrast to
‘private’ information channels. They do not refer to the distinction between government and business.

8 This survey is held among R&D managers. The survey data yielded 40 observations in the drug industry sample, 21 in
biotechnology, 25 in semiconductors, and 34 in computers.
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Figure 2.3 Channels of knowledge transmission (% of respondents reporting that a given source isatle  ast

‘moderately important’)
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Is there a European knowledge paradox?

Are the policy concerns about a European knowlgagadox justified? This section explores a
number of indicators to get an idea of relativersfiths and weaknesses of science-industry
knowledge spillovers in the EU compared to the Wi a focus on the Netherlands.

Table 2.3 shows the ranking of the Netherlands @retpto a selection of countries in 2000
or 2001 on a set of knowledge transfer indicatbeséd on Antenbrink et al., 2005).
Antenbrink et al. (2005) conclude that the Nethettadoes not perform systematically better or
worse in science-industry interaction than the 8®eden or Finland. The picture of interaction
between science and business is mixed, as thengankihe countries varies strongly across
indicators. Moreover, indicators are lacking faruamber of important channels of interaction
(particularly for the US), such as personnel mopfliOn three out of six indicators for which
data about the US are available, the country réird¢s But it seems to be an overstatement to
use this as evidence for the existence of a Eurppeawledge paradoX.Dosi et al. (p.2,

® Zucker et al. (1997) study the role of labour mobility in the transmission of knowledge from science to industry in the US
bioscience and related biotechnology industries. In particular, their idea is that scientific knowledge with natural excludability
(say, tacit knowledge) may be best transferred to industry by the labour mobility of top scientists (‘star scientists’) from
universities and research organisations to firms. This labour mobility can take the form of a change in employment, or some
kind of collaboration on joint research projects or patenting. Zucker et al. find that star scientists are likely to move at least
some of their labour from universities to firms. The valuable intellectual human capital captured in the top scientist is a key
determinant of mobility. Another example is Kim et al. (2005).

0 A discussion on the robustness of these indicators is provided in Antenbrink et al. (2005).
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2005) put it as follows: “we soon realized [...&tlthe paradox mostly appears just in the
flourishing business of reporting to and by thedpgan Commission itself rather than in the
data”.

A relatively strong point of Dutch science-indusitnjeraction seems to be the financing of
public research by Dutch firms, particularly theafincing of non-academic institutioHs.
Compared to the US, Sweden and Finland, this safrfieancing is relatively important in the
Netherlands. The number of patefticenses and spin-offs is also relatively large] a
comparable to the US. Measured by co-publicatidtisere is also relatively much interaction,
comparable to the US and Sweden. The internatlmngihess sector quotes Dutch scientific
research relatively oftef. The US and Sweden are only slightly ahead of taghétlands.

But in formal cooperation the Netherlands scorésixely low, particularly in the
cooperation of firms with national universities. &len and Finland perform better in this
respect. In addition, universities and other redearstitutions are not often mentioned as an
important knowledge source for Dutch firms. Only fioms in the service sector, the non-
academic institutions are relatively important.ligéition of these knowledge sources for
Finnish and Swedish firms varies strongly by seataf type of institution.

The rankings in Table 2.3 do not reveal how impurthe different channels are compared
to each other. Table 2.4 provides some evidendherelative importance of various
information sources for innovative firms in a séiee of EU countries, from the Third
Community Innovation Survey (CIS-3). The table shdhat the dominant information sources
for firms refer to internal and market sources.uénsities and other research institutions are
substantially less often ‘very important’ sourcésndormation, and cross-country differences
seem rather small. Universities in the Netherlaardsless often mentioned as an important
information source compared to the EU-average.dddtiat also in Finland, often mentioned as
a successful country when it comes to the impogarianiversities for the private sector, only
3% of the innovative firms report universities dher higher education institutes as a very
important information source, and this is only peecentage point higher than the Netherlands.
For some other sources (professional conferenaggpuallications, fairs and exhibitions), rather
substantial cross-country differences are observed.

™ The idea here is that firms are mainly interested in contributing to scientific research when this is expected to generate
usable results. But firms paying for research in the public sector often demand some exclusiveness on the results (e.g.
secrecy or intellectual property rights), which actually may hamper knowledge transfer to other firms (Pomp, 2003).

12 Verspagen (2004) argues that official statistics tend to underestimate the patenting activity of Dutch universities, due to
definition issues (cf. Chapter 6).

3 Co-publications have at least one author from the private sector and one author affiliated with a university.

4 A comparable indicator is citations to scientific research in patents of firms. Pomp (2003) uses the average number of
references in US patents by patent holders in country X to scientific publications from country X per 100 publications during
the period 1990-1997. The Dutch score is about 0.27, implying that about 370 (100/0.27) scientific publications are needed
to produce one reference in a US patent of a Dutch firm. This is large compared to other countries (Finland, Australia,
Sweden, UK, Canada). The US is far ahead of all other countries.
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Table 2.3 Summary of rankings on knowledge transfer indicators within a selection of countries

NL US Fin Swe

Bel Ger UK

Research at other public research organisations financed by the private sector® 1 2 6 3 5 4
Number of licenses per 1000 scientists in the public research sector® 2 4 3
Number of spin-offs per 1000 scientists in the public research sector” 2 3 4
Co-publications as % of total publication-output® 2 6 3 1 7 5
Other public research organisations as very important source of knowledge, services® 2 4 1 6 3 5
Cooperation with other public research organisations, services® 2 1 3 5 4
Number of patents per 1000 scientists in the public research sector” 3 4 2
Research at universities financed by the private sector® 3 4 6 1 2 5
Cooperation with other public research organisations, industry® 3 1 2 4 5
Citations to scientific research in publications of international business sector® 4 7 3 2 6 5
Universities as very important source of knowledge, industry* 4 5 3 2 1 6
Other public research organisations as very important source of knowledge, industry® 4 1 5 2 3 6
Cooperation with national universities, industry 5 1 2 3 4
Cooperation with national universities, services® 5 1 2 3 4
Universities as very important source of knowledge, services® 6 4 1 3 2 5

Source: Antenbrink et al. (2005).

# Data from OECD, rankings in 2001.

b Data from OECD, rankings in 2000-2001.

¢ Data from NOWT, rankings in 2001.

“ Data from Eurostat and CIS, rankings in 2000.

It should be noted that these results are notttireomparable to those reported by Cohen and
Walsh (2000). Percentages refer to firms repouwisgurce as ‘very important’ (comparable to
the highest score on a four point Likert scale)fddnately, no distinction is made between
professional conferences and publications. Theoooes of the earlier Second Community
Innovation Survey (CIS-2) on the years 1996-199jysst that codified information sources
such as computer-based information networks arehpdisclosure are only for few firms a
very important source of information (OECD, 1999).

Brusoni et al. (2002) use CIS-data to further esglwow important codified information
sources are for innovation in the Netherlands.h&ssurvey combines publications and
conferences within the same category, while ondyftiimer can be considered as a codified
source of information, Brusoni et al. cannot uspomses to this question in their analysis.
Instead, they construct a proxy for the importamiceodified knowledge based on ‘computer-
based information networks’ and ‘patent disclosui@sdification is strongest in science-based
sectors, such as chemicals and electrical andabgtipiipment. There are strong differences in
the use of codified sources across sectors, atie ather end of the spectrum we find sectors
like food and textiles and leather where the caodifon index is relatively low. The codification
variable is used in a firm-level regression analyRiesults show that the use of other (more
tacit) information sources is an important explamrafor the use of codified sources by
individual firms. Brusoni et al. call this link hve¢en the use of codified and other sources of
information the ‘embeddedness effect’. Codifiecdbmfiation sources and other sources are

5 1n the CIS-3, these information sources are not included any more.
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complements. This finding is in line with the rasuh Cohen et al. (1998) for the US discussed

above.

Table 2.4 Percentage of innovative firms reporting that a given source is ‘very important’, 1998-2000

NL Bel Fin Ger Swe UK EU
Internal sources
Within the enterprise 51 51 45 39 50 41 38
Other enterprises within the enterprise group 12 17 12 11 16 11 9
Market sources
Suppliers of equipment, materials, components, software 12 27 10 19 21 23 20
Clients or customers 17 28 26 41 48 21 28
Competitors & other enterprises from same industry 7 12 4 17 11 7 12
Institutional sources
Universities or other higher education institutes 2 5 3 8 5
Government or private non-profit research institutes 3 2 4 3 3
Other sources
Professional conferences, meetings, journals 5 10 20 11
Fairs, exhibitions 6 15 24 16

Source: CIS-3, Eurostat (2004).

Does the importance of certain sources of inforomatiepend on firm-size? Table 2.5 presents
the importance of sources of information for smakdium-sized, and large companies in the
EU. The larger the innovating company, the highergrobability that in-house sources
dominate. Interestingly, not-for-profit researchtitutes are mentioned more often as an
important information source for innovation by largpmpanies. Also, large companies with
innovation activity show a greater propensity tdatmrate with universities or other higher
education institutes, and seem to be more actinetworks (conferences, meetings, and
journals) than small and medium-sized firms. Acaagdo Eurostat (p. 45, 2004), this suggests
that “economies of scale could be an importanofaict determining whether or not an
enterprise has the resources to follow-up on piatiestdurces of information for innovation”.

An alternative explanation is the role of absomibapacity: large firms who are more likely to
do R&D in-house are better able to exploit knowkedgveloped in the academic community.
The concept of absorptive capacity is discussechiapter 4.

A final issue is whether the importance of cersonrces of information depends on the
sector under consideration. In Table 2.6 Dutch camigs are divided by firm size and sector
(industry, manufacturing, and services). In alethsectors, information sources within the
enterprise are the most important, and their ingma# increases with firm size. At the sector
level it is interesting to notice that large firinsndustry and manufacturing cite the non-
academic research sector more often as important3MEs, while large and medium-sized
firms in the service sector seem less inclinedtilise information from non-profit research

organisations than small companies. Perhaps tlennoft absorptive capacity is more relevant
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for industry and manufacturing, so that large finmith in-house research programs are more
strongly connected to the public research commufity

Table 2.5 Percentage of innovative firms reporting that a given source is 'very important', by firm si ze,
1998-2000

Total Small Medium Large

Internal sources

Within the enterprise 38 34 41 70
Other enterprises within the enterprise group 9 6 14 31
Market sources

Suppliers of equipment, materials, components, software 20 19 18 29
Clients or customers 28 26 30 a7
Competitors & other enterprises from same industry 12 11 13 21
Institutional sources

Universities or other higher education institutes 5 4 5 10
Government or private non-profit research institutes 3 2 3 6
Other sources

Professional conferences, meetings, journals 11 11 10 16
Fairs, exhibitions 16 16 15 17

Note: Small firms refer to firms with 10 to 49 employees; medium-sized firms refer to firms with 50 to 249 employees; large firms refer to
firms with 250 or more employees.
Source: CIS-3, Eurostat (2004).

Table 2.6 Percentage of innovative firms reporting that a given source is 'very important', by sector and
firm size, 1998-2000

Total Industry Manufacturing Services
S M L S M L S M L S M L

Internal sources

Within the enterprise 50 52 57 52 53 56 52 53 57 47 52 58
Other enterprises within the enterprise group 9 15 19 5 12 19 5 12 20 13 21 20
Market sources

Suppliers of equipment, materials, components, 13 10 8 14 8 8 13 8 8 12 12 8
software

Clients or customers 17 18 16 18 19 19 18 19 20 15 17 11

Competitors & other enterprises from same industry 7 7 7 9 7 8 9 7 9 4 7 5
Institutional sources

Universities/other higher education institutes 2 3 3 3 2 4 3 2 4 1 4 1
Government/ PNP research institutes 3 2 4 2 1 6 2 2 6 4 2 2
Other sources

Professional conferences, meetings, journals 6 4 4 6 3 6 6 3 4 5 5
Fairs, exhibitions 7 4 2 8 4 3 8 4 3 6 3

Note: S = small firms (10 to 49 employees); M = medium-sized firms (50 to 249 employees); L = large firms (250 or more employees).
Source: CIS-3, Eurostat (2004).

5 A more elaborate discussion of the relationship between firm size and absorptive capacity in the Dutch context can be
found in AWT (2003).
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3 Potential barriers within the public research sec  tor

Which elements of the internal structure of uniitiers and other public research organisations fam
potential barrier to effective knowledge transfaitfe current chapter identifies three potential bers.
The most essential barrier is probably that acadesaientists are usually rewarded on the basiseirt
publication record, while firms would like to keparticular results from scientific research secrt.
second barrier is the involvement of public secesearchers in commercialisation of scientific s
results is limited, as this is considered to besmlé the scope of an academic. Third, research dagem
the public and private sector are different, whinfght decrease the potential for mutual interaction
Potential disadvantages of stronger links with isiness sector, i.e. problems with the disclostire
research results and shifts in the agenda away fiamamental to more applied research, do not rexei
strong empirical support.

3.1 Introduction

Several potential barriers connected to the intestnacture of universities may prevent an
effective knowledge transfer. From an inspectiothefliterature, we identify three potential
barriers:

1. The reward structure of academic scientists
The lack of entrepreneurial culture
The determination of the research agenda

The reward structure seems the most importantdsdor universities to knowledge transfer.
Academic scientists are usually rewarded on thisledigheir publication record, while firms
would like to keep particular results from scieiotiesearch secret. Entrepreneurial activities by
scientists will also be related to this reward cinee, and the problem of diverging research
agendas in the public and private domain can begcestiby making it attractive for scientists to
collaborate with industry. For each of these fagtare now explore how the current structure in
place may hinder university-to-industry knowledgensfer. We also discuss whether stronger
ties between academics and the business sectonpbseat in the form of a trade-off between
science and commerce in publicly performed reseHrch

* The current chapter focuses on universities, as they are the primary producers of scientific knowledge. The three potential
barriers for science-industry interaction identified in this chapter will also play a role for the other higher education institutions
such as professional higher education (e.g. the Dutch HBO-institutions) and non-academic public research institutions.
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3.2

Reward structure of academic scientists

Academic scientists are usually rewarded on thistzdigheir publication record, while firms
would like to keep particular results from scieiotiesearch secret. Particularly the
scientifically ambitious universities have a ‘puhlior-perish’ culture. Publication of research
results implies disclosure of knowledge, and thasites with the norm of secrecy common
within the business world (Dasgupta and David, }9B4t even without such a cultural clash it
is safe to state that scientists experience bitleo incentives to engage in science-industry
interaction, while they experience high-powereceitoves to publish. Specifically, academic
employees are rewarded for their efforts with rdgareducation and research, but there is
generally no specific reward for activities relatedscience-industry interaction (this at least
holds for the Netherlands). Firms require secreqyrbtect their ideas from potential
competitors. An academic researcher may not wawbté together with industry if this
cooperation implies that his results cannot beiphbtl. Likewise, a research department of a
commercial firm may be reluctant to collaboratehwitsearchers working in the public sector if
that would endanger secret projects to the beokitis competitors. The Box discusses some

economic theory on the reward structure of pul@icter researchers.

Rewarding academic scientists: A principal-agent pr oblem for the university administration

Economic theory studies the design of the reward structure within universities as a typical principal-agent problem
(Dasgupta and David, 1994). The ‘principal’, i.e. the university administration, cannot fully observe the effort engaged in
research activities by the ‘agent’, i.e. the scientist. Therefore, to solve the moral hazard problem, pay must be based on
some sort of observable output or achievement. Scientific output is typically measured by the number of publications,
weighted (in some way) by quality. Publishing in prestigious journals is a sign of outstanding performance, which
translates in higher rewards for the scientist. These rewards generally take the form of indirect (or future) benefits, like
promotions (Diamond, 1986).

The particularity of science, however, is that it pays to be first, but it does not pay to be second or third. Only novel ideas
are published, since the replication of ideas is useless for the advancement of science. This ‘rule of priority’ implies that
a reward structure based only on publication counts would be very risky for the scientists. No scientist would want to
engage in science if only the ‘winner takes it all’? of course, in reality scientists may operate in a less risky
environment. The point here is that due to the inherent risks involved in research activities, high-powered incentives are
not appropriate, and scientists should also receive a fixed salary which is not dependent on performance.b Hence,
academics are partly insulated from the risk associated with research through weak direct financial incentives and the

tenure system.

a It should be noted that the winner takes it all argument can also induce more investments in basic research, for instance in the private
sector. The firm who is the first to acquire the knowledge obtains the full market profits, or at least a very considerable share of it. In that
case, Dasgupta and Maskin (1987, p. 594) conclude that because firms aim to be the first to innovate “in a large class of cases, [the
market] induces excessively risky projects.”

Another reason why one should be careful with the use of high-powered incentive schemes for scientists is crowding-out of intrinsic
motivation (see e.g. Canton, 2005).
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3.3

A final issue is that even if academic scientistd business firms do not cooperate in research,
one would expect that firms should neverthelesattyréenefit from the open science culture
within universities. Results from academic resed@tome readily available to firms when
they are published. However, publications can @olytain the codified part of the newly
generated knowledge. As tacit knowledge neededllpdnderstand the scientific idea is much
harder to transfer. This connection between tamit@dified knowledge leads to local
knowledge spillovers. The literature studying tharmnels of knowledge transfer between
universities and firms indeed finds that local lspitrs seem to play a more important role than
spillovers through publications (Mansfield, 199&ffd, 1989; Adams, 2002). In other words,
proximity and direct contacts are often more valeab firms than publication¥. This means
that science-industry interaction could be hamperieein academic scientists are mainly
rewarded for their performance measured by puldinat Without personal interaction with
scientists, many firms will not be able to utilseademic knowledge.

Lack of entrepreneurial culture

A second potential barrier to effective knowledgmsfer is that academics lack entrepreneurial
spirit in the sense of commercialisation of sci@ntiesearch results (such as starting a firm), as
this is considered to be outside the scope of adeanic. Due to the importance of tacit
knowledge, the inventor is actually the most ablesproduce his own work, and to derive
further commercial applications from his idea. Botversity researchers often stop at the
‘proof of principle’ stage and do not make the ktsfp of commercialising their ideas. One
reason for this could be that it is rather a lorayfrom the original abstract idea into a
prototype product, but another explanation is thatculture within universities often
discriminates against scientists with an entrepraakorientation.

The academic culture follows from the view of wheny universities consider as their
main task: conducting fundamental research fob#neefit of society. In their study of
entrepreneurial behaviour in life sciences, Lotigle(p. 110, 1989) note that “there is a
tendency to distinguish between the search foh fruscience, considered as a legitimate
function of the university, and the search for imven, which is considered an inappropriate
focus on ideas that have potential commercial actaral applicability.”

The lack of entrepreneurial culture has severasequences. Scientists, who almost all lack
prior business experience, are often not awarectiramercialisation is possible, and how they
can commercialise their knowledge. They do not ktileevmarket and potential niches on this
market. For most scientists, it is impossible teedep an important network with the key actors
in the business world. Even if scientists were awdrmarket opportunities, they would meet
difficulties in the process of commercialisatioior fnstance, patenting procedures are often

8 A complication in the analysis of localised knowledge spillovers is that the location decision of firms is endogenous. This
could mean that innovative firms consider the proximity of a university to be an important factor in the location decision.
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3.4

complex and time-consumirtgAnother constraint to start a spin-off company esrfrom the
limited availability of financial resources. Sciet$é who want to start a company may meet
difficulties to obtain credit from commercial bank¥e will discuss capital market constraints
in more detail in the next chapter.

An entrepreneurial attitude in academia can alsprbmoted by bringing science and industry
closer together. Such closer proximity also hetplsdtter exploit knowledge spillovers. As we
have seen, knowledge in codified form (e.g. writlemvn, expressed in a formula, or in a
design) is easy and almost freely transferable-imai, fax, etc. Spillovers of codified
knowledge are near to perfect. However, not altgdeof knowledge can be codified, and part
of the knowledge stock will remain tacit (e.g. mople’s heads). The transfer of tacit
knowledge requires some form of personal contawtrdfore, tacit knowledge transfer is
localised. Spillovers are localised when the immdicesearch in place x on output in place y is
a function of the geographic distance between xyaMdhen spillovers depend on distance, it
can be expected that innovative activity will cersin regions where knowledge spillovers are
the most prevalent (Audretsch and Feldman, 199@% might shed light on the emergence of
highly innovative regions such as Baden-Wirttemp8iicon Valley and Boston.

Determination of the academic research agenda

A large discrepancy between scientific and businessarch agendas may severely limit
opportunities for science-industry interaction. ®odifferences in specialisation patterns of
public and private research may be justifiablesimis of knowledge externalities and public
tasks such as health, safety and environmentakecorif®ensman, 2004y But the allocation of
funds for public research as a result of histolyodétermined factors, which is common
practice in many countries, may be suboptimal.

University research is typically financed from thmaain funding flows: basic research
funding, competitive research funding, and contrasearch funding. The relative sizes of these
three funding flows and the allocation principléf$ed substantially across countries (see Box
on funding in the Netherlands). The determinatibthe research agenda within these

9 Owen-Smith and Powell (p. 28, 2001) report the following citation of a faculty member: “For people like me awareness of
patenting is essentially zero. | probably know less about that than | do about Medieval European social history. Really, that
happens to be something that | am interested in. There is no information provided here, no advice urged upon us. If we
wanted to do anything about this we would have to be very highly motivated to go out and seek the information, get the
advice. We would have to, | think, be more sophisticated than most of us are — than | certainly am — to know when to do that
or what sort of thing should trigger it.”

2 jaffe (1989) and Mansfield (1995) both find that academic research in drugs generate the largest spillovers to firms
compared to all other fields. Based on the Yale survey among 650 R&D directors in large US firms, Klevorick et al. (1995)
provide a classification of fields of university research according to their relevance for firms. Computer sciences, material
sciences and mechanical engineering rank at the top. On the other hand, geology, physics and mathematics score very low.
However, in certain fields much of the spillovers may well be indirect. For instance, fundamental research in physics,
probably of little use to firms, is beneficial to mechanical engineering, which itself is very relevant for firms.
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disciplines follows scientific criteria dictated byternational mainstream science, and there is
generally little overlap between the various dikoigs?* A potential solution to improve the
match is to increase the share of industry funésdarch at universities. Firms typically
finance research that they can &&sanother option is to reconsider the research fogdi
structure. Owen-Smith et al. (2002) argue thathibély decentralised US university system, in
which scientists must compete for funding, creatger mix of disciplines than the

hierarchic European systeth.

University research funding flows in the Netherland s

In the Netherlands, basic research funding is granted to universities largely based on historical allocations (Pomp et al.,
2003). Universities can freely dispose of this budget. The second financing source of university research, competitive
research funding, is mainly granted by the Netherlands Organisation for Scientific Research (NWO), based on the
quality of research proposals. A small part of this budget is granted by the Technology Foundation STW, which finances
technological projects on the basis of research quality and utilisation by firms.2 The third source of financing
corresponds to contract research activities for the government or the private sector. The distribution between these
three financing sources is about 56%, 8% and 36% for the three types of flows (in 2003), respectively (see Pomp et al.,
2003).°

& STW is a division of NWO. Also, NWO promotes science-industry interaction through the so-called ‘Regieorganen’ such as NROG
(coordinating genomics research) and ACTS (coordinating research in the field of advanced catalytic technologies for sustainability).
b These numbers are averages, and the distribution might differ across disciplines.

3.5 A trade-off between science-industry interactio  n and fundamental
research?

Do stronger links with business threaten fundanmeatsearch at universities? There are often-
heard concerns that commercialisation in acaderajahmave two unintended consequences:

1. More secrecy, leading to less disclosure: strotigks with business could reduce the
disclosure of academic output, due to a conflichmincentive structures of universities and
the business world;

2. Shift away from fundamental research: strongerviitls business could crowd out fundamental

research to the benefit of more applied researdrchgemics.

2 According to Klapwijk (2004), the unbalanced relationship between science and industry in the Netherlands is connected
to the distinction between general and technical universities, reflecting the division of fundamental and applied research.

% The often-mentioned drawbacks from increased contract funding do not receive robust support in the literature. For
instance, a survey among university professors in Norway suggests that industrial funding introduces new and interesting
research topics, and industrial funding is positively correlated with publication output (cf. Gulbrandsen and Smeby, 2005).
B The financing of research is considerably more centralised within European countries. This entails more hierarchical
control. For instance, in Germany a number of the prestigious Max Planck institutes are organised hierarchically around a
single academic discipline. An exception is Finland, discussed in Chapter 5.
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Below, we sum up the evidence in the empiricatditere. The main conclusion is that the

above mentioned concerns do not receive robustrerapsupport.

More secrecy at the cost of disclosure?

The conflict between the norm of disclosure of sceeand the secrecy norm in the business
sector might increase if the link with the businesstor becomes stronger (Dasgupta and
David, 1994; Stephan, 1996). Academic scientistg b@alimited in their freedom to publish
results from industry-funded research. The fact tiod all research results are disclosed reduces
the social benefits from university research. lstdance, secrecy could lead to useless
duplication of research, slowing down the advanggronéscience. Furthermore, it diminishes
broader technological transfer towards other fihéch are not collaborating with
universities** Cohen et al. (1998) suggest different policy amito solve the conflict between
disclosure and secrecy. The government could Xibeaefits offered to firms who collaborate
with universities to strict disclosure conditiods alternative is that universities set up their
own rigorous guidelines for research disclosurenfierking with firms®

Several case studies bring up evidence that disgagstrictions and delays in publications
do occur in practice. In their widely cited sunaindustry/University Cooperative Research
Centers (I/UCRCs), Cohen et al. (1994) find th&63H the research centers allowed firms the
ability to delete information from reports and 5@%ewed firms to delay publications.
Blumenthal et al. (1997) find similar evidence &diosure restrictions among researchers in
life sciences who received industry support. Irrthealysis, delaying publication longer than 6
months was predicted by two main variables: reogifunding from industry and being
involved in commercial activities.

But the empirical literature also provides somernterevidence. More specifically,
publishing and patenting by scientists seem todmeptements rather than substitutes. Stephan
et al. (2002) study the hypothesis that facultyeptt crowd out faculty publications, i.e. that
scientists engaged in patenting activities haveritiges to restrict disclosures of findings and
thus publish less. Using data on the Survey of @rat¢ Recipients about publishing and
patenting activities in different academic fieltgy find that the number of articles published
in the last five years has a strongly positive (stadistically significant) connection with the
number of patents issued in all fields, except capsciences. In other words, patenting and
publishing are two complementary activities, rattmam substitutes. This can be explained by
the fact that scientists may want to publish soeselts, while monopolising the use of some
other findings, so that it becomes more difficolt éven impossible) to reproduce their work.
Similarly, in a related study at two departmentS8EF, Agrawal and Henderson (2002)

# Dasgupta and David (1994) make the parallel with a classic prisoner’s dilemma game, in which everyone ends up
withholding results, while the collective interest is to share information.

% A drawback from these regulations can be that firms become more reluctant to outsource their research to the higher
education sector. The advantages of the secured disclosure of research results should then be weighted against reduced
financing from the market.
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conclude that patenting is not substituting for efandamental research, and might even be a
complementary activity. Another study is Behrend @may (2001), who find no evidence for
the claim that industry sponsorship would resuktiiosion of academic freedom (using data on
graduate students at six US universities). Spohgotsy firms has no negative effect on
outcomes in terms of publications, career goald,parceived academic freedom. It should be
noticed that these results may suffer from selagiimblems, e.g. when industry selects well-
known scientists to work on projects and scientiséssteered towards patenting.

Shift away from fundamental research?

The second main concern on stronger links betweience and industry is that this would shift
academic research away from fundamental reseantiote applied research. Fundamental
research generally focuses on long-term risky resgarojects, which would not be produced
by the market otherwise. This is precisely the@ade keep this type of research in the public
domain. Basic research may not result in readyswapplications, but can lead to discoveries
and scientific breakthroughs with potential forthar development and commercialisation. Too
much emphasis on applied research can come absthefcfundamental research, which may
damage the economy’s innovation potential. Furtleeemthe benefits from applied research
are easier to internalise, so that the balancedstyublic and private funding could change to
the latter (less government funding is needed tcecbfor knowledge spillovers).

The evidence does not provide robust support Heaetis a shift away from fundamental
research. In interviews conducted by Mansfield 8)96ver half of the interviewed academic
researchers acknowledge that the new problemsdaad they were working on stem from their
interactions with the industrial world. Half of tireerviewers also reported that the direction of
their work was influenced by potential sponsors asets. In other words, collaboration with
industries may affect the research agenda of usities. The study of Mansfield is, however,
limited to a few disciplines, like electronics acitemistry, which are already very applféd.
Thursby and Thursby (2000) find that increased ensity licensing is not explained by the fact
that university-industry collaboration leads tohéftsowards more applied research. Instead, the
cause of the growth of university licensing is atslwin scientists’ behaviour. Academic
scientists became more inclined to license andchp#teir results, mainly due to a new
entrepreneurial climate within universities. Theding by Blumenthal et al. (1997) that
industry-funded research tend to be applied and-$ton may simply be due to the fact that
scientists who were already doing a lot of appleskarch attracted more industry funding.
Mowery and Ziedonis (2002) confirm this intuitiorhey find that the faculties experiencing
the largest patenting growth all had a long histafrgpplied research.

%o, perhaps better, were the difference between applied and basic research is less clear.
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In conclusion, there is no strong evidence in ifeedture that science-industry interaction leads
to problems in the disclosure of scientific resharsults or to a shift away from fundamental
research to applied research in academics.
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Potential barriers within the private sector

In this chapter we discuss factors from within istiiy that may be responsible for a suboptimal kieoge

transfer. We identify three types of barriers. Eithe firm’s potential to benefit from knowledgdlsvers,

or its absorptive capacity, depends on the firmismdr&D efforts. Second, firms may find it difficialt

obtain capital for their research projects becaadeapital market imperfections due to asymmetric

information problems. The market has developedisoisi that counterbalance these information

problems, but concerns are expressed about decrgasiailability of venture capital after the boom

around the millennium. Finally, agency problemshimitthe firm could entrench a lazy management,

unwilling to innovate or adopt new technologies.

4.1

4.2

Introduction

In addition to universities, firms may also havéaptimal incentives to make use of the
knowledge supplied by universities. A review of titerature provides three potential barriers
within the business sector:

Limited absorption capacity;
Capital market imperfections;

Incentive problems within firms.

A firm needs absorptive capacity to be able toacsentific knowledge, and this absorption
capacity is dependent on the firm’'s own researfirtsfand its connections with the scientific
community. A lack of absorptive capacity may be doeninant barrier in firms to effectively
interact with universities. The problem of credinket imperfections can partly be solved by
the market, and is more like a precondition toycaut R&D (thereby increasing absorptive
capacity). Internal information problems cannosbired directly through government
intervention, although indirect policies (such ampetition policy) could reduce these
problems. The following analysis shows how theseidys within the business sector hinder
effective utilisation of scientific knowledge.

Limited absorption capacity

A firm needs absorptive capacity to be able toacsentific knowledge, and this absorption
capacity is dependent on the firm’'s own researfirtsfand its connections with the scientific
community. While research results are often acbksgi codified form, such as in scientific
journals, it may be very difficult for firms to ainb this scientific knowledge unless it has
extensive expertise of the field. Therefore itisgumed, and supported by some empirical
evidence, that a firm has to do some researchi itsetder to understand it.
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Cohen and Levinthal (1989, p. 569) define absoeptapacity as “the ability to exploit outside
knowledge of a more intermediate sort, such aclvasearch findings, that provide the basis
for subsequent R&D”. They argue that absorptiveaciép depends on the firm’'s own
investment in R&D. Hence, R&D has a dual role. R&breases innovation, yielding new
products and ideas. R&D also builds absorptive ciéypaso that firms are better able to make
use of knowledge from outside the firm.

R&D spending might be increased by firms so asitodase their absorptive capacity.
Indeed, one of the main reasons that firms inve®&D is to “keep abreast of the latest (...)
developments and to facilitate assimilation of tebgy developed elsewhere” (Tilton, cited in
Cohen and Levinthal, 1989, p. 569). This concenmatedge developed by other firms such as
competitors, suppliers and customers, but alsalmscientific knowledge from universities.

The need to build absorptive capacity depends euligtance between own and outside
R&D. According to Cohen and Levinthal (1989, p. h7#&hen outside knowledge is less
targeted to the firm’s particular needs, a firmienoR&D becomes more important in
permitting it to recognize, assimilate and expl@ituable knowledge.” Cohen and Levinthal
(21989) find in their empirical study that more adésapplied science reduces own R&D, but
more outside basic science increases own R&D, prably because basic science is less
targeted and therefore more difficult to absorb.

However, doing basic research is costly and unicefTdis makes R&D less profitable and
may reduce private R&D spendifgParticularly small firms cope with this probleneésBox).
To elaborate on this a bit further, one could iptet the idea of absorption capacity in terms of
costs and benefits: exploiting knowledge develdpédtie public sector is costly, and one has to
invest in R&D in order to be able to capture thiblc knowledge. Or, in other words,
spillovers are endogenous, and depend on one’R&ih efforts. When firms have high
expectations of future returns from public knowledthey will make the R&D investment.
When expectations are not so glorious (relativiaéoassociated costs), they might abstain from
investing in absorptive capacity through R&D adies.

Other factors may also increase absorption cosffirfos, such as a large difference
between the public and private research agéhilais implies that absorbing some particular
scientific knowledge requires that the firm’s ow&R should also be partially directed towards
scientific research in a similar field.

# For the design of R&D policy it is important to know whether absorption costs increase or decrease R&D investments. In
the former case, the notion of absorptive capacity could partially counterbalance other factors leading to suboptimally low
R&D investments. This may imply that R&D subsidies would be less important than currently thought. But if absorption costs
reduce R&D investments further below the optimal level, policies that increase R&D investments become more valuable.

% Research in the public sector should in principle focus on basic science. However, if the industry is not sufficiently
advanced to utilise the research (in terms of absorptive capacity), there is little public value. One strategy could then be to
move the public research agenda towards the private sector in order to create absorptive capacity. However, as private firms
become more sophisticated in their own research activities (think of the pharmaceutical industry), society may benefit most
from fundamental research in the public sector. Hence, the optimal public research policy is linked to the absorptive capacity
of the private sector.
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Lim (2000) and Nooteboom et al. (2005) extend Cadrath Levinthal’s concept of absorptive
capacity. Lim (2000) argues that absorptive capadgio increases by connectedness to the
open science community. In addition to in-house R&Bsorptive capacity is built by funding
research at universities, hiring graduate studemtgaging in research consortia, and so on.
Nooteboom et al. (2005) consider the relation betwagnitive distance and innovation
performance of firms engaged in private researdalarations, which may also be of
relevance for public-private research collaboratf3iwo opposing forces are at work. The so-
called novelty effect increases with cognitive aigte, because more learning opportunities
arise for novel combinations. The opposite effe¢hat absorptive capacity decreases with

cognitive distance, as mutual understanding tésatthose opportunities is reduc&d.

Absorptive capacity and firm size

Small firms might have a lower absorptive capacity than larger firms. The reason for this is that small firms have less in-

house R&D to build capacity (Cohen, 1995), and have less connections to the scientific community (except for small

high-tech start-ups). The Third Community Innovation Survey (CIS-3) provides data on firms with innovative activity

within the EU countries, categorised by firm size.® These data show that smaller firms are less likely to have some form

of innovative activity between 1998 and 2000. Small firms have less often in-house R&D, are less often involved in

innovation cooperation, and less often mention universities as a highly important source of information for innovation.

Innovative activity by size of firm (%), 1998-2000

Total
Small
Medium
Large

Proportion of enterprises Of which involved in Of which citing sources as highly important for
with innovative activity innovation cooperation  innovation
In-house R&D Universities & other

higher education inst.

EU NL EU NL EU NL EU NL
44 45 19 24 38 51 5 2
39 39 14 18 34 50 2
60 59 24 30 41 52 5 3
77 79 57 48 70 57 10 3

Note: small = 10-49 employees; medium = 50-249 employees; large = 250 or more employees.
Source: CIS-3, Eurostat (2004).

@ See also Chapter 2.

2 Cognition refers to a broad range of mental activity, including proprioception, perception, sense making, categorisation,
inference, value judgments, emotions, and feelings, which are all interrelated.

% Nooteboom et al. (2005) find for 994 inter-firm alliances in several US industries over the 1986-1996 period an inverted-U
relationship, implying the presence of an optimal cognitive distance between research partners.
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4.3

Capital market imperfections

A second barrier for firms might be a lack of capib invest in R&D projects undertaken to
commercialise scientific knowledge. This barriecéaised by asymmetric information
problems on the capital market.

The benefits of R&D investments are inherently utaie. Some new products will become
blockbusters, others will never make it to the esdshelves. Firms often have not enough own
capital to wash out these risks. For that reassk averse managers tend to underinvest in
R&D. However, the managers may try to attract exdkfunds. The capital market can reduce
much of the risk by holding diversified portfolisgich makes R&D investment mutually
interesting.

However, the shift of risk towards the capital nedréreates incentive problems, which can
result in underinvestments after all. This createéllemma between diversifying risk on the one
hand, versus incentive problems on the other hane.underlying cause of the incentive
problems is the asymmetric information among parfldne researcher or manager is usually
better informed about the prospects of R&D projé¢itts the bank which finances the project.
That is, the researcher / manager knows betterhwieigearch projects are most promising, and
he is better informed about his own ability anad##. If the researcher / manager does not bear
the full risk, fewer incentives exist to select tiigh quality projects or to make efforts. By
carrying some of the risk, the bank therefore fagesntive problems.

The asymmetric information problem manifests itgelfivo phenomena: moral hazard and
adverse selection. Consider first the adverse ti@heproblem. The basic idea is that the
researcher knows better than, say, the bank mamdagether he himself or his project is of high
or low quality. The lower the quality, the less oba there is on success and therefore the
greater the probability of insolvency. Since thakbeannot really tell whether it is dealing with
a low or high quality project, all that the banka is to calculate a premium based on the
average. Such a premium is unattractive for higilityuprojects. Consequently, only lower
quality projects will apply for a loan. But these aininteresting for banks. Therefore, banks
will only finance projects that are evidently pramig, but not the other projects. Thus, the
capital market works in an inefficient way becassme good projects will not be executed
even if it would be socially optimal if they were.

In addition, the researcher may have an informatiadvantage with respect to his
behaviour in terms of efforts or project choicethié bank cannot perfectly monitor the
researcher’s behaviour, the researcher can beedrmpstudy what he finds interesting rather
than what is best for the firm, or decide to takeaisy and be lazy (moral hazard). This reduces
the probability of success and leads to underimvests in a way identical to adverse selection.

These information problems are especially relef@mknowledge that is still in an early
development phase like basic science. Capital markgerfections are therefore likely to be
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severe for projects depending on basic science. Mhaly lead to scientific ideas or proposals
that remain idle because no capital can be atttaoténance these projects.

The market has nevertheless found some soluti@stheast partly mitigate incentive
problems due to the shift of risk:

The threat of a takeover may discipline researcaedsmanagers. For example, according to
Jensen (1988), “when the internal processes fargshin large corporations are too slow,
costly, and clumsy to bring about the requiredruestiring or change in managers efficiently,
the capital markets, through the market for corfgocantrol, are doing so. The takeover market
serves as an important source of protection foestors in these situations” (p. 28).

Capital can be provided by more specialised invssttho have expertise on the technology.
This is often the case with venture capital. Beeausnture capital investors are better
informed, they run less risk of financing bad potgeand they can better monitor the manager’s
behaviour. Especially at the early stage of devalaqt, when there is a lot of uncertainty,
venture capital can be an attractive option.

Rather than providing loans with a fixed intereger capital can be provided in such a way that
it induces more powerful incentives. Carefully de&d compensation contracts can reduce
incentive problems. For instance, instead of prioga¢tapital for the next ten years, it can be
provided for a single year with a prolongationiofihce contingent on intermediate
performance. Investors could then refuse to promidee capital and even block the firm in its
ability to raise capital from other sources, iffpemance is unsatisfactory (Lerner, 2000).
Venture managers can also be given compensatidkages with profit-sharing provisions.

This way managers are rewarded for making sucdasststments (and harmed in case of
failure). Finally, venture capitalists can be gidirect control in the advisory board with the
option to replace malfunctioning managers.

Another option is to cooperate with other firmkelin research joint ventures (RJVSs). This
way, costs are shared among participants and b foe external funds is reduced. According
to Baumol (2002, p. 94), cost-sharing is the mxjdently given reason for sharing
technological information. Of course, althoughaités away incentive problems between
external investors and firms, cooperation createh@e new set of possible incentive problems
such as free-riding behaviour among participants.

Despite the market solutions, it is often argued there is still a lack of capital. A lack of
venture capital is particularly worrisome, as tired of capital is especially intended to start
high-technology firms. Although venture capitaleaaction of GDP has steadily increased
during the nineties, peaking around the millennithm,trend has reversed in recent years
(Figures 4.1 and 4.2). In most countries the amotimenture capital has been decreasing, in
particular for early stage investments (seed chpAdarge part of the peak around 2000 is
explained by the ICT-hype and favourable busingskechbut the subsequent decrease is rather

43



sharp, with venture capital as a fraction of GDianrgng to pre-1995 levels. However, in the
Netherlands, the provision of venture capital il gerceived as relatively plenty compared to
other countries, as the Global Competitiveness R&884-2005 shows (see Table 2.2).

It should be noted that a limited use of venturgitehmay not be only due to a supply
restriction, but also to demand factors. Entrepuehapparently do not want to attract too much
external funds, as this reduces discretionary obrfBoodacre and Tonks (1995) report that for
San Francisco venture capital seems relatively paitant, even though the venture capital
market is well developed in this region. Venturpita accounted for less than 15 percent of

total financing of small high-tech firms in the i®80s.
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Figure 4.2
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Incentive problems within firms

Information problems can equally well create inagnproblems within firms. Especially in
large firms, research is often organised in sepatapartments. This makes monitoring of
research activities by general management morieuliff Therefore, researchers and managers
of the research department have some discretiontioei efforts.

An assumption commonly made in the corporate fiediterature is that managers minimise
private costs associated with innovation, suchiasihg costs or costs of switching to new
technologies (Aghion and Howitt, 1998). Thus, tinegy postpone the adoption of a new
invention as long as possible. They may wait ughéopoint where the firm starts to make
losses with the current technology. Evidently, postng adoption of new technologies as long
as possible is in conflict with profit maximisatiand leads to suboptimal slow adoption of new
technologies.

It is difficult for the government to design a silite policy to combat these internal
incentive problems. Policy will be more indiredkel competition policy. For instance, with
fiercer competition, an existing technology becoioes-making earlier in time because profits
are reduced. Therefore, more intense competitimmefoa manager to adopt a new technology
earlier (Aghion and Howitt, 1998).
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5 Policy initiatives to promote science-industry tr ansfer:
Foreign experiences

What can we learn from foreign experiences withigs to stimulate science-industry interactionHis
chapter we discuss a number of interesting pohdyatives taken in the US, Finland and Israel. \ivi&
these initiatives to the various barriers identifim the previous chapters. For example, Technology
Transfer Offices in the US aim to promote an emgrpurial attitude among scientists, among other
things by providing technical support in the patepplication process and by establishing contadte w
the business community. We try to evaluate thewainitiatives in terms of their success with sgfgo
science-industry interaction. One general lessahas the specific design of the instrument deteesits
success. Successful instruments anticipate andaied@unt of behavioural responses by its recipients
Another conclusion is that convincing evaluatiamd#ts are scarce, are studies based on experinagats
a promising research strategy to identify the che$tect of the program.

51 Introduction

The current chapter discusses foreign policy itivts to boost science-industry knowledge
transfer (we postpone the discussion on Dutch padiche next chapter). The international
policy initiatives are classified by their focusremove or reduce the various barriers to
science-to-industry transfer identified in Chap@iend 4. We discuss instruments by barrier,
abstracting from possible interdependendfes.

One general lesson is that the specific desighefrtstrument determines its success.
Successful instruments anticipate and take acafurghavioural responses by its recipients.
For example, the Israeli Yozma venture capital paogcorrects for information problems
connected to the provision of credit through a na@édm rewarding success and providing
financial expertise.

In order to assess which instruments are the nifesttize and efficient, we need to get
insight into the causal impact of the policy: toatlextent can the observed effects of a certain
intervention be attributed to that interventionZistype of evaluations call for a proper control
group, which can be obtained from natural or cdietoexperimentg? To date, this is
becoming more and more the standard methodolotheirconomics literature. For most
instruments reviewed in this chapter, evaluatioith @ control group are not available so that
our understanding of the policy effects is veryilegd. A complication is that most instruments
aim to reduce more than one market imperfectiod,dmnot focus only on science-industry
interaction. Moreover, several measures are ustéaame time, so that the effects of the

= we will briefly discuss the notion of a so-called optimal policy mix in Chapter 6.

2 n order to evaluate the effectiveness of a policy instrument, a control group has to be created or identified, which consists
of persons or firms who have not used the instrument, but do not differ (or hardly differ) from persons or firms within the
group that has used the instrument (Cornet and Webbink, 2004).
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individual instruments are difficult to separate these cases, we can only provide a qualitative
analysis of their potential effects on science-stduinteraction.

Rewarding scientists: The Bayh-Dole Act (US)

The majority of studies on rewarding scientistsradd the question whether monetary
incentives affect the scientists’ propensity togpat The US Bayh-Dole Act and its impact on
the behaviour of scientists have received particatt@ntion in the literature.

The Bayh-Dole Act in the US
The Bayh-Dole Act from 1980 allowed American unaiges to patent and license their
inventions from federally funded resear¢ihe Bayh-Dole Act had its origin in the 1970s,
when there were concerns about the overall US tdobital performance. At that time, it was
common practice for the government to take titlingéntions from federally funded research,
and to issue royalty-free non-exclusive licensems@quently, only 5% of federally-owned
patents were licensed, and the non-exclusivenegsokes seemed to preclude joint research
investments by government and private companiesederal funding accounts for about 60%
of all research expenditure, rules for governirtgliactual property rights (IPR) on federally-
supported research could greatly affect universtignting and in turn technology disclosure.

In the US, university patenting and licensing attigrew rapidly from the early 1980s on,
but a causal impact from the Bayh-Dole Act is difft to establish. Private R&D also
increased, causing an increase in the overall nupfiggatent applications. Nevertheless,
Thursby and Thursby (2000) found, based on intersjehat the growth in university patenting
could be attributed to a higher propensity of resears to patent their inventions, without a
shift in their research activities to commerciatigre interesting fields. Universities typically
share licensing revenues with the researcher,tamndhave discretionary freedom to choose
their own internal reward structure. Lach and Skkaman (2003) find that universities
offering a higher royalty share to academic sc#stijenerate more inventions and higher
license income (controlling for other factors sashuniversity size, quality, and research
funding). They show that the incentive from royagtincrease scientists’ effort level and induce
sorting of scientists across universities.

Colyvas et al. (2002, p. 2) argue that “the rol@atients and exclusive licenses in
facilitating the transfer of university technologiieemains poorly understood”. They study how
university inventions get into practice by presegta number of cases from Colombia

% It seems somewhat peculiar to grant intellectual property rights on publicly funded research, as IPR and public funding are
two different instruments to combat the same market imperfection, namely private underinvestment due to knowledge
spillovers (cf. Verspagen, 2004). However, university inventions typically need further R&D before they can be
commercialised. Firms are normally only prepared to carry out the additional R&D if they can appropriate the full returns on
their investments. That would call for an exclusive licensing contract with the university, which requires that the university (or
its researchers) hold the intellectual property rights.
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University and Stanford University. A basic premigdBayh-Dole is that university inventions
are ‘embryonic’, needing further development (ulsulay industry) to be useful. However, in
four of the eleven studied cases the inventiongweeful to industry, for instance because the
firm had already easy access to the knowledgéndset cases, the university patent did not
contribute to bringing the invention into practidemerely allowed the university to generate
income from licensing the patent. Furthermore stineng exclusivity of a university license
may sometimes endanger further development of usitygechnologies. It is difficult to
identify firms which have the capability to sucdedlg carry out the additional R&D to
commercialise the technology. In some cases, fihasreceived exclusive licensing rights
backed out after a while. On the other hand, int¢ages, firms that initially did not receive the
exclusive licensing rights offered to take up tbenplementary R&D.

Another effect of the Bayh-Dole Act, not directblated to the reward structure of scientists,
concerns the quality of patents. Henderson efL8b&) showed that although the propensity to
patent increased, the quality of patents and tt@irmercial success went down. However, a
recent study by Mowery and Ziedonis (2002) reftités conclusion. They showed that the
supposed decline in the quality of university ptgemas due to learning effects from the entry
of universities unfamiliar with patenting and lieémg. Furthermore, Sampat et al. (2003) found
that part of the apparent decline in quality was ttuan intertemporal shift in the citation rate
to university patents. Citation rates did not diogt, citations only occurred at a later stage in
the technology life cycle.

Entrepreneurial academics: TTOs (US) and scienc e parks

How can the entrepreneurial culture within acaddmigamproved? According to Lazear

(2004), entrepreneurs must be jacks-of-all-tradesotne extent, while scientists are specialists.
Acknowledging that scientists and entrepreneure ltfferent comparative advantages, we
here discuss two policies to promote entreprenguistacademia without the intention of
transforming the professor into a business man.

Technology Transfer Offices in the US

Technology Transfer Offices (TTOs) fulfill functiersuch as introducing scientists to the
business world, building up networks of industgaltners, setting up guidelines for the
commercialisation of research findings, managingj laoensing university owned patents, etc.
These TTOs emerged at various US universitiesagectelation to the 1980 Bayh-Dole Act.
However, although crucial, it was not only the 18&@/h-Dole Act that initiated their risé.

34 One of the ideas behind Bayh-Dole is that financial incentives are needed to induce universities to advertise their
inventions and communicate their economic potential to industry.
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The advent of biotechnology and, more generallyeaech in life sciences also boosted their
number®

Rogers et al. (2000) find that universities chardsed by a larger number of staff for TTOs,
higher faculty salaries and more federal and inthlsesources, had a higher technology
transfer effectiveness scofeThis shows up in the highly skewed distributiorieénsing
revenues across patents and universities. Highmiromarners, such as Dartmouth, Columbia
University and Florida State University, genera®&s3or more of their research budgets from
intellectual property rights. The vast majorityusfiversities, including Stanford and MIT, earn
less than 10% (OECD, 2003).

Lach and Schankerman (2003) show that TTOs atterivaiversities proved to be more
productive than their public counterparts in teohgenerating licensing income. Private
universities have a greater responsiveness totyoyaientives compared to public ones. TTOs
at private universities were found to make moreafgeerformance-based pay (i.e., a royalty-
sharing schedule), to be less constrained in fregdom of operation by regulations, and to be
more focused on general income rather than onaSaijectives such as promoting local and
regional development.

One way for firms to learn about university invents is via membership in broader
scientific networks, limiting the role of the TTQdowever, TTOs can be important for
inventions that generate little industrial intereatly on. In some of the eleven cases studied by
Colyvas et al. (2002) there seemed to exist a gagebetween academia and industry, but in
seven cases strategically located people in ingustre well aware of the university research
projects, even before the universities began tketdheir inventions.

Science parks

A science park is typically a public-private inttige to strengthen the formal and operational
links of the business community with a universitigher education institute or research centre
on a location. It is designed to encourage the &ion and growth of innovative businesses and
other organisations in the patk.

As mentioned in Chapter 3 and 4, the transmissickmawledge can be bounded by
distance when knowledge is tacit. Transfer of tledwledge between people requires some
form of social interaction, and knowledge spillavéiave a local character. To better exploit
such localised spillovers, one could bring firmglose proximity to universities.

* Today, at least 70% of all licensing income earned by universities is generated by life science patents.

% This score incorporates the number of invention disclosures, the number of patents, the number of licenses / options
executed, the number of licenses yielding income, and gross income received.

3 An extensive literature exists on policy initiatives with imaginative names like techno-cities, science cities, technopoles,
and science parks. What all these instruments have in common is that they aim at regional development and intend to
stimulate knowledge transfer between private companies and research institutions located in a particular region.

We do not want to get stuck in definition issues, and confine ourselves to the concept of science parks.
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Do science parks stimulate entrepreneurship amoirgtssts? The effects of science parks are
rather complex, involving spin-offs from universiiand settlement of firms in the park in
order to increase their opportunity or capacitglsorb scientific knowledge via direct
interaction. Case studies on Linképing TechnopHieyfiebreck et al., 2000), Madison
University Research Park (Ylinenpaéa, 2001), and@il Valley (Hall and Markusen, 1985),
show that many spin-offs were developed in theg®ns. Léfsten and Lindel6f (2002) state
that firms located in science parks are signifigamtore likely to have a link with a local
university than off-park firm&®

What makes a science park successful? Saxeniab)(f@htions two characteristics,
namely the presence of a university with advancetpeferably technical and applied
research, and a relationship with a (normally)daignovative and dynamic ‘locomotive
company’. Ylinenpaa (2001) states that the aboetofa are not the only keys to success. He
identifies two separate and distinct developmeatetjies for a successful science park. First,
the incubator strategy focuses on creating favderatnditions for commercialisation of
research-based ideas in the form of spin-off congsafintom universities. Second, the attraction
strategy is to encourage established and largepabi®s to locate knowledge-intensive
divisions in a park close to the expertise anddreuitment base offered by a local university.
However, following Porter’s (1980) reasoning, scieparks should be built on one of these
strategies and not on a combination of the twasesemch strategy requires a different set of
measures. Furthermore, the effectiveness of a dewednt strategy depends on the
characteristics of the region. The case study adistan University Research Park (in the US)
showed that the initially followed attraction sagy failed because of severe competition from
other parks, while this park flourished after adlogpthe incubator strategy (Hyer, 1999).

Should the government play any role in the provisibscience parks? Appold (2004)
concludes for Sweden that any policy interventiothie implementation of science parks is
superfluous. In other words, the ability to shapedeography of innovation through local

policy efforts appears to be limited.
Public research agenda: I/UCRCs (US) and Tekes (Finland)

Here we discuss an example of competitive suppomeisearch alliances between universities
and firms in the US, and the research funding madepted in Finland.

Industry/University Cooperative Research Centers in the US™®

Industry/University Cooperative Research Centdl$GRCs) are small academic centers
designed to foster research with strategic impagda industry, especially engineering. At the
federal level, the NSF has stimulated such cesiace the late 1970s. Within the NSF-

% This may not imply causality, due to as self-selection of knowledge-intensive firms on science parks.
% This part is based on CPB and CHEPS (2001).
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program, universities and industry have to maket jproposals for a I/lUCRC. When accepted,
the new center receives a five year grant from BSBS $70,000 annually. After this initial
period, funding may be extended at a reduced I#&85,000 annually for an additional five
years. Thereafter, the center is expected to lidisahcing. I/lUCRCs have to collect at least
$300,000 annually of industrial support through rhership fees, with a minimum of six
industrial members. This last requirement shoultbarage a more generic research program.

From the I/UCRC-program some other cooperative l&fprams evolved. Among these
are the Engineering Research Centers (ERC) prompitited in 1985, and the Science and
Technology Centers (STC) program established iry 198e STC-program offers open
competition among research fields, whereas conpretitithin the ERC-program is restricted
to engineering. So the STC-program has a somevraiger focus on multi-disciplinary
research.

Do the I/UCRCs improve the match between the pubiit private research agendas?
Unfortunately, the evidence is scarce. Cohen €f18P4) find that most I/UCRCs tended to
focus on relatively short-term research problentsiasues faced by industry, at the cost of
productivity in terms of academic papers. Togethigh the increase in the number of centers
this might indicate a shift in the overall reseaagenda. On the other hand, Fitzsimmons et al.
(1996) find that STC-papers tend to be publishgdunnals oriented more toward basic than
applied research. They also did not find evidehe¢ $TC-research is concentrated on the
applied end of the spectrum compared to the avgragers in the centers’ respective fields.

Adams et al. (2000) do not find clear evidencerireeonometric analysis to what extent
I/UCRCs actually cause an increase in universityrtiustry technology transfer. The observed
effects may result from the fact that private laltsch perform more R&D and produce more
patents are more likely to participate in /UCRZIYICRC laboratories appear to be 2.5 times
larger than private laboratories who do not pastite in a I/UCRC. They further observe that
I/UCRC membership is positively related with prizddéboratory patenting, and with private
R&D expenditures. The analysis in Adams et al. @afbes not allow firm conclusions,
however. The effects are rather small, and notydvetatistically significant.

Mansfield (1995) found in his survey that half bétinterviewed scientists reported that the
dominant research problem on which they were warkinthe academic world stemmed from
problems encountered during contacts with the im@dlisvorld. Cooperation with industry
apparently often provides a stimulating environntbat can generate new ideas for future
research.

In addition to issues concerning the match betvpedatic and private research agendas,
competitive support for science-industry interatctioay also have other effects, such as
improvement of research results, restrictions endilclosure of these results, and career
perspectives of academics.

52



For instance, NSF (1997) observes in a survey ariébdirm employees closely involved in
ERC-centers that these employees were positivet aheeffects of center membership,
although reactions differed between centers. Ouésomprove with the length of the
membership and with the active involvement of indusesearchers, articulating the
importance of tacit knowledge. Fitzsimmons et 8896) show with bibliometric data that the
STC-program yields highly cited publications. STi@ledes were cited 1.7 times as often as the
average US academic paper for the same journ#tie isame years. STC-papers achieved
especially high relative citation rates in physhismedical research, and engineering and
technology. Analysis of the centers’ 1989-1995 psypevealed that the centers are publishing
in journals with a somewhat higher impact thanaherage journal. Moreover, cooperating
with firms may lead to more publishable resultsi@hts obviously good for the academic
status of the scientist.

Restrictions on the disclosure of research reslaltsxist. Blumenthal et al. (1997) carried
out a large-scale survey in 1994-1995 among liferse academic researchers. They find that
withholding of research results and publicatioragielwere significantly associated with
participation in university-industry research rilaships and engagement in the
commercialisation of research. However, the respoatso indicate that practices of secrecy
were not (yet) widespread, although underrepormiag have taken place.

Regarding career perspectives, the question emesyether collaboration with industry is
good or bad for a scientist’s reputation. Althoulgis was typically not the case in the past,
there is increasing evidence that scientists warkiith firms are gaining the esteem of their
peers. Owen-Smith and Powell (2001), using re$udta a series of interviews among
scientists, report that academics were more lit@lyatent when they had a supportive peer
environment to do so, and when commercial succassvalued in terms of academic status.

The Finnish model: Tekes

Finland is often mentioned as an example of effedtinovation and technology transfer
policies. The Finnish innovation policy aims atraajer relevance and efficiency of research. It
emphasises the demand-side factors in the allacafipublic research (Pavitt, 2000;
Schienstock and Hamaélainen, 2001). Key policy issire competitive funding, inter-
institutional research cooperation and user involet, including partial funding by these
users. Universities are encouraged to enhancexgieitation of research results. Research
proposals are evaluated on both scientific andtigeldenefits. The Finnish system is
organised around several players, such as the AvadeFinland, the Science and Technology
Policy Council, Sitra (a public venture capitalisthd Tekes, the National Technology
Agency*

0 stephan et al. (2002) and Behrens and Gray (2001) present evidence for this.
“L For descriptions of the Finnish innovation system, see Wagner and Vocke (2001), and Werner (2003).
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Tekes provides funds to universities and otheripubkearch institutions, to long-term research
projects in companies, and to business projectedahthe development of new products. All
funds are distributed based on a competition betwesearch proposals. Tekes’ R&D budget
amounted to 432 million euros in 2004, which co\28% of the total public budget for R&D.

Approximately half of Tekes’ budget is directedie so-called Technology Programs.
These programs each address a specific field ar thyectly set by the board of Tekes. In this
way, Tekes intends to influence research directiGugrently, Tekes has 23 ongoing
technology programs. Tekes can freely distribitdRi&D budget between universities and
private companies. In 2003, 58.5% of its budgettieprivate companies, and 41.5% to
universities and public research institutions. Besirequirements with respect to scientific
topics, projects are evaluated based on two othgoitant criteria, namely co-financing and
cooperation. Tekes requires beneficiary firms wvjate 50% project co-financing on average,
and requires all large companies whose projects@fmanced to cooperate either with small
companies, research institutions or universitié®esE research partnerships are considered very
important in all evaluations of project propos#&lach project should at least contain two
different partners, and additional partnershipsravearded. The requirements are aimed to
reduce possible market failures by spreading thenttial risk of R&D projects. Furthermore,
the cooperation between science and industry shmakdmise technology spillovers.

Robust evidence on the impact of Tekes on the pubtiearch agenda does not exist. It seems
that the steering policy has worked quite wellForland, although several studies indicate that
specific (compared to generic) policy instrumeiite Tekes can backfire (Kealey, 1996;
Schnaars, 1989). Perhaps the Finnish experienbespiicific support for firms like NOKIA is
so successful because of the global ICT boom ofatiee1990s. It is generally not the case that
the government has superior information to pickcessful industrial sectors, and the
effectiveness of specific policies may be blurrgddbbying efforts.

Other evaluations, mostly internal reviews by Telkedicate positive effects on economic
results. An example is Asplund (2000), who findsttthe average productivity level and
growth rate of firms receiving funding from Tekassignificantly higher than that of firms
relying solely upon private R&D funding. Howeveonse caution is in order. Results may
suffer from selection bias (treatment is certamby random).

Absorptive capacity: Fostering private R&D
Policies designed to facilitate absorption of stifenknowledge by firms include programs to

foster private R&D activity, and the establishmehintermediary institutions. Here we discuss
R&D subsidies and their side-effects on absorptagacity.
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Programs to foster private R&D activities

Policy instruments to increase private R&D investtr(gax deduction programs, subsidies, or
procurement) may have the side effect that abs@rjgtipacity also increases. Unfortunately, to
our knowledge, previous studies on the effectsrofiams to stimulate private R&D activities
do not pay attention to the consequences for atigerpapacity. The available studies focus on
the extent to which the subsidy leads to additiéh&D spending by firms (compared to a
situation without the intervention). The evidencethis so-called additionality is rather limited
and mixed (see, for instance, Hall and Van Ree?@00). We cannot establish a connection
between R&D programs and absorptive capacity omé#ss of this evidence.

However, some criteria for a subsidy (or other meas) on private R&D investment might
be of relevance for absorptive capacity. First,sde instrument stimulate firms to conduct
more basic R&D to increase the firm’s ability tapéoit knowledge developed at universities? It
may matter whether a condition for subsidisatiothét the R&D project should be oriented
towards the development of products and procebs¢site new to thmarket or new to the
firm. If it is only new to the firm, additional R&D axity due to the subsidy may be deployed
for absorption of knowledge from other firms, suegd, customers or other private parties. In
contrast, knowledge that is new to the market Uggaincerns more ‘basic’ knowledge, that
needs further development for commercial explatatif the subsidy is only granted for
knowledge that is new to the market, the firm mayate relatively more of the additional
R&D activity towards basic R&D. This idea deserfagher investigation in future research.

Furthermore, it matters who gets the subsidy. Sfinads are presumed to have a limited
absorptive capacity (Cohen, 1995), and the speadaftion is faster for larger firms
(Karshenas and Stoneman, 1995). Two points maglbeant. First, especially small firms may
suffer from capital market problems and risk av@rsn the financing of their research
activities. They have less collateral and limitedgibilities to spread risks within a research
portfolio. This may lead to relatively low R&D ingaments by the small firms. It can therefore
be effective if public policies to stimulate prieaR&D investment give preferential treatment
to small firms. These small firms may be more respe to such R&D programs, and the
indirect benefits in terms of increased absorptiapacity can be relatively large. On the other
hand, economies of scale in R&D could render saoheted policies ineffective, and such
economies of scale may be especially relevantdsiclresearch. A second point is that a
distinction should be made between high-tech stagrd ‘other’ small firms. High-tech
starters conduct more basic R&D, particularly thimffs from knowledge institutions. Their
absorptive capacity in basic R&D is generally ratlhege, especially when compared to other

small firms.

An alternative policy is to support firms in absiodpscientific knowledge. This can be
achieved by allowing direct interaction betweenversity and industry (such as in the
I/UCRC-program), or by setting up intermediate kienlge institutions (like the German
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Fraunhofer Institute or the Dutch TNO, see Cha@}eResearchers at universities or
knowledge institutions can take care of understambiasic research and translate it into
commercial applications. Little is known about #ftectiveness of these intermediate
knowledge institutions, and currently we cannoeassvhich one of the two solutions is
preferable.

Capital provision: Yozma (Israel) and SBIR (US)

Credit market imperfections can be corrected thinadigect public provision of capital.

However, like banks and other capital providers,gbvernment faces information asymmetries
towards the researcher or project manager, rergipalicy more difficult?? To alleviate these
information problems, the government could reqtechnical or managerial expertise. Another
solution is to develop a more advanced financiatesy, offering better screening of projects
(King and Levine, 1993) or disciplining researchansl managers (Aghion et al., 1999). For
example, if the financial authorities allow ban&séquire larger collaterals, firms share more
in the risk that banks take. Firms then will hawveentives to work hard and select the most
promising projects, so that the earlier mentionedaihazard and adverse selection problems
are reduced. An appropriate competition policy wideg another alternative (Aghion and
Howitt, 1998). Here we describe two specific poliagtruments on capital provision: Yozma, a
venture capital program in Israel, and the Sma8liBess Innovation Development Act in the

us.

Yozma, a venture capital program in Israel

Limited access to venture capital (VC) can hampercreation of new high-tech firms, and
thereby interfere with knowledge transmission freeience to industry. The question then
emerges whether there is a role for governmertérventure capital market. Most European
countries implemented public policies aimed at stating venture capital in the early eighties
of the previous century. The scant success of puaframs triggered disappointment with VC
policies (cf. Florida and Smith, 1994). An exceptis the Yozma program implemented in
1993 in Israel. An elaborate description of thisggam can be found in Avnimelech and Teubal
(2002). Some important characteristics and distiadeatures of this program should be
mentioned. There were ten VC funds connected t& &mna program, all focusing on early
phase investments in Israeli high-tech start-uppaoies, and the management of each of these

“2 0ne might claim that provision of public support enables a researcher to start a project for which he could not attract other
resources. However, it ignores the fact that a commercial bank may have had good reasons not to finance the project: it
could not determine with enough confidence that the project is promising. Provision of capital can only be welfare improving
if the government can make a better judgment, but this is questionable. The government may therefore end up financing
projects of dubious quality. The same would be true for setting up government labs where research can be undertaken that
the private sector would not perform otherwise. Of course, such policies can be good for other reasons, for instance when
the (expected) social rate of return exceeds the private return. But the point made here is that they are unlikely to solve
incentive problems related to information constraints.
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funds involves at least one reputable foreign famrinstitution next to a local management
company. Second, the government contributed in eftie ten funds under this program
about 40% of the totally raised capital (about 8iom US dollars per fund). This public
funding provided strong incentives to the ‘upsided, when VC investments were very
profitable. Each Yozma fund had a call option omegoament shares at cost price plus a small
interest within a 5 year period. No ‘downside’ qaatees were given. Finally, the Yozma VC
funds were privatised in 1997.

Avnimelech and Teubal distinguish two extreme siture to describe the VC industry.
First, the industry can be characterised by bathaps and social profitability. Second, it is also
conceivable that companies in the industry haviecsmg social impact but are not privately
profitable. In the latter case the presence ofragligies and the divergence between private and
social returns is a reason for government inteiganfAccording to Avnimelech and Teubal,
Israel's VC industry in 1993 was best describedHhgyformer situation. In that case, industries
might have evolved naturally, and it is not obvithet the government should intervene.
However, an important feature of the Yozma progimthat it is not merely the provision of
capital, but that this program also attracted ljghlity professionals and ‘intelligent’ capital
from abroad. While the Israeli experience with V@igy may not be exportable to other
countries, it has shown that a careful design efptogram will contribute to its success.

Another evaluation of Israeli VC funds is preseriteBer and Yafeh (2004). Their
conclusion is that the VC industry may have inceeethe survival rates of young technology-
intensive firms. They do not find evidence that f@ds are helpful in identifying high

performers.

The US Small Business Innovation Development Act: S BIR and STTR
An alternative capital provision policy is pre-coatitive financing (i.e. grants) to take R&D
from the proof of concept stage to prototype. Tafteg, private financing should take over. An
example is the 1982 Small Business Innovation Dmpraknt Act in the US, to stimulate the
economic development of cutting-edge research. Atisnstalled two programs: Small
Business Innovation Research (SBIR) for public fogdf research by small firms, and Small
Business Technology Transfer (STTR) for public fimgdof research collaborations between
private companies and public research organisations

An SBIR project is organised in several stageghAtend of each stage, the project is
evaluated and reviewed before entering a new shagdhis first stage, supported by a grant of
US $100,000 for a period of 6 months, the feasjbdf the innovative concept is explored. If
the outcome of the evaluation is positive, reseanchan apply for admittance to the second
stage. Acceptance implies a two year grant of US)$I00. In the second stage, the actual
research is conducted, resulting in a prototypelyecb The third and final stage involves
product development and commercialisation. At timé, the parties can no longer rely on
SBIR support.
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The programs prescribe which partner should prokime much effort in which phase. For an
SBIR project at most 33.3% of the costs in the fitage might originate from another partner
than the small business. In the second stagep¢hcentage might at most be 50%. In case of an
STTR project, partnerships are mandatory. Theivelabntributions from the small business
should equal 40% to 70%, and from the public redearganisation 30% to 60%.

Is the SBIR an effective instrument to provide tafor innovation to small firms*2Lerner
(1999) studies the private benefits of the prognagasured through sales and employment
growth. To that end, a control group is construdtgdelecting firms that closely resembled the
beneficiaries in the second stage. Lerner finds$B4R recipients enjoyed substantially greater
employment and sales growth. Also, they were sicanitly more likely to receive VC

financing. Unfortunately, no attempt is made teeasghe social benefits of the program
(including the possibility of business steaffgand the results in Lerner are not undisputed.

“3To our knowledge, no evaluations of the STTR are available.
4 Business stealing implies that firms with a new innovation destroy the market of incumbent firms (Aghion and Howitt,
1998).
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6

Policy initiatives to promote science-industry tr ansfer:

The Netherlands

In this chapter we review some important instruregéotpromote science-industry interaction in the

Netherlands. We again link the instruments to #réowus barriers discussed earlier. For example, we

discuss the Technology Foundation STW as a progmamprove the match between public and private

research agendas. One general conclusion is tttht Is known about the effectiveness of the instmnts

used to encourage science-industry knowledge tanafso, because the set of instruments shows some

overlap and some initiatives may be redundantgffectiveness of the total policy mix is of intetes

policymakers. This calls for insight into interamis between the individual programs. Further resbar

based on experiments can help to fill these knayderhps.

6.1

6.2

Introduction

In this chapter we discuss some major or othermigeworthy initiatives to encourage science-
industry interaction in the Netherlands. Along lines of the previous chapter, we try and link
the instruments to the various barriers identiBedier. For each instrument we aim to get
insight into its effectiveness, but our earlier coemt that convincing evaluation studies are
scarce (see the introduction in Chapter 5) alsdshfar the Dutch context. Furthermore, another
relevant question concerns the effectiveness ofdiey mix. Is the set of instruments
reinforcing or conflicting with each other? Thisais even more challenging question to which
to date no clear answer can be given. Instead seeisls some general considerations about the
concept of the policy mix.

Rewarding scientists: Patenting by public resea  rchers and STW

In this section we discuss Dutch initiatives torpode patenting by scientists in the public
research sector. It should be mentioned that adgr#ts in the reward structure might also be
created by other instruments. For instance, thetutnovation Platform and the
Confederation of Netherlands Industry and EmployN©/NCW recently proposed a reform
in the system of basic funding for universities &otls explicit reward of efforts to interact with
business (Wijffels and Grosfeld, 2004; VNO/NCW, 2D0

Patenting in the public research sector
The Dutch government considers patenting primadlyhe own responsibility of the
universities (EZ, 2001%’ In the US, on the other hand, publicly funded aeske institutions are

* Universities adopt their own reward policies. An example of a university with an active patent reward system for scientists
is Delft University of Technology. At this university, 10% of the net revenues (revenues on a patent minus the costs of
acquiring the patent) are given to the researcher or group of researchers who obtained the patent), until a maximum of
25000 euro. Net revenues in excess of 25000 euro are transferred to the faculty employing the researchers.
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obliged to investigate the possibilities to commadise their research. Before the Bayh-Dole
Act, US government did not have an explicit tecbggltransfer policy. Because intellectual
property rights resulting from publicly funded raseh were directly appointed to federal state,
too little disclosure resulted. In the Netherlarmsthe other hand, universities have always
been free to patent results from publicly fundeskeech. Consequently, a low patenting activity
at Dutch universities cannot be explained by arraper assignment of property rights
(Verspagen, 2004). However, from the US experiemedearn that revenue-sharing might
significantly affect the researcher’s propensitpédent (cf. Lach and Schankerman, 2003).

University patenting in the Netherlands

The number of patent applications by universities and other (semi-)public research institutions in the Netherlands has

grown over the years (BIE, 2001). Although this might indicate an increase in public and private research interaction, the

share of patents applied for by public research institutions is still relatively low compared to the total amount of national

patent applications (less than 7%). However, Antenbrink et al. (2005) report that, measured by patent applications per

1000 researchers in this sector, the Dutch public research institutions perform on average (compared to other OECD

countries). Verspagen (2004) challenges Porter's (2001) conclusion that Dutch universities have little contact with Dutch

companies and that they file few patents. Verspagen states that Dutch universities rarely register patents themselves,

but leave the patent decision, for instance, to a cooperating private partner.

In 2001, on initiative of the Netherlands IndudtRaoperty Office (BIE), the Platform of
University Patent Policy was installed to faciidahe development of patent policy based on
national and foreign experiences. But nationalgyotin intellectual property rights is affected
by two international issues. The first is the inmpéntation of a community patent within the
EU. Patent costs in the EU are currently much higfen in the US, because the patent must be
defended in each country separately. This argument,to other reasons, might explain why
European universities have a lower propensity tergaln 2004, the European Commission
reached an agreement on the community patent. Hewihe national governments are still
arguing about its implementation. The second irtiional issue is the discussion on grace
periods (e.g. within the World Intellectual Proge@irganization). During a grace period
(mostly no longer than one year), the inventorthasopportunity to apply for a patent after
making his research results publicly known. Thichamism is already in force in countries
such as the US, Japan and Canada. In the Nethgrlsunch a grace period is still debated.
Proponents favour the publication or disseminatibtheir results without delay. Opponents
argue that a grace period would create legal uaiceyt When potentially patentable results are

published, any decision on their industrial usklisked for several months.

Patenting policy of the Technology Foundation STW

The mission of the Technology Foundation STW ipriamote the utilisation of the results from
scientific research. STW is the science and tedugyotlivision of NWO, the organisation
managing competitive research funding (i.e. th@sédunding flow of Dutch universities; see
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also Sections 3.4 and 6.4). STW and the univeositgsearch organisation conducting a
research project financed by STW have joint owriprehthe research results. STW commits
to patent the (commercially interesting) inventiotsvering all costs made. STW subtracts
these costs from any received licence revenuesrdérhaining revenues are transferred to the
related research grodpwhich is obliged to spend these net revenues seareh or education.

STW uses several licensing principles. The firgtgple is exclusivity. The research
institution, however, maintains the right to publend the right to use the results for scientific
research and education. The second principle lesecSTW can demand the postponement of
(scientific) publication for at most a year, if tered necessary for commercial purposes. The
third principle is the use of royalty based fedthaugh sometimes companies pay a lump-sum.
The final principle is an obligation to commercsali When a license does not bring in a
minimal amount of royalties, the exclusive rightlwie converted in a non-exclusive right or
even be terminated.

In practice, STW relaxes these principles and s¢plgrnegotiates agreements with
interested users. STW actually receives more inocame lump-sum basis than from royalties
(Table 6.1). Sometimes STW assigns (part of) tenking income directly to the inventor, and
not to his related department. This might positivafluence researchers’ propensity to patent.

Finally, users could acquire an option on an exetuproperty right by contributions in kind,
such as materials, laboratory space and persofimelincrease of the in kind contributions
seems to result mainly from an increase in directigipation of user personnel in project-
research (‘collaboration in research’ in Table 6G)llaboration in research might positively
influence public-private research interaction. didigion, more users paid a fee to obtain a right
on exclusive membership in a users committee (idential’ in Table 6.2). The opportunity of
exclusive commercialisation works as a positiveiiive for collaboration. But secrecy also
implies that broader knowledge transfer is ruleg which may be undesirable from a social

perspective.

Table 6.1 STW income received from users (in millio  n euros)

2000 2002 2003
Royalties 0.2 0.2 0.3
Lump-sum payments 0.3 0.5 0.6
Contributions 1.6 21 19
Contributions in kind 3.6 3.0 4.6
Total 5.7 5.8 7.4

Note: Contributions in kind are valued in monetary terms.
Source: STW (2000, 2002, 2003).

6 More precisely, remaining revenues less than 50,000 euros are directly transferred to the research group; above 50,000
euros the amount is transferred to the institution and the research group on a 50/50-basis.
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Table 6.2 Number of agreements with users

2002 2003
Licence 13 7
Option 7 9
Option and licence 1 0
Collaboration in research 6 14
Patent transfer 6
Knowledge transfer 1
Confidential 11 17
Letter of intent 4
Other 4 6
Total agreements 54 69
Source: STW (2002, 2003).
6.3 Entrepreneurial academics: TechnoPartner and th e Valorisation Grant

The US seems more successful than other countrige icreation of new spin-off companies.
As stated by the OECD (2002), a Dutch public redearganisation founds on average one
spin-off per year. In the US, on the other hani$, &iverage is two spin-offs per public research
organisation (including universitie$) Furthermore, US spin-offs are often led by an
entrepreneur instead of a researcher which migftribaite to their commercial success. In
Section 5.3, we discussed Technology Transfer €4f{d@ TOs) in the US. In this section, we
focus on policy instruments in the Netherlands, elgmechnoPartner and the Valorisation
Grant.

TechnoPartner
The TechnoPartner program, introduced in 2004 etarat technostarters from both the public
and private sector. The program emphasises theriempre of science-industry interaction, and
thereby focuses on spin-offs from universities atiger public research institutions.
TechnoPartner consists of four main componentsghathe Subsidy program Knowledge
Exploitation (SKE), TechnoPartner Seed, Technolattabel and the TechnoPartner Platform.
The SKE (with a budget of 10 million euro per yeais at public-private consortia that
are willing to guide technostarters in the embrggtiase. SKE-subsidies can be used for
scouting and screening of candidate researcherteahdology, and for activities to improve
patent policy. SKE can also provide subsidy to cdlve costs associated with patent
applications by public research organisati&isurthermore, the SKE also contains a pre-seed
facility, providing soft loans to explore the commeial feasibility of the company. The SKE
requires a commitment of 50% of the full amountuesied by the applicant. The

47 admittedly, we do not know to what extent this difference might be due to differences in scale (i.e. the average size of US
universities compared to universities in the Netherlands).
8 The size of the SKE subsidy depends (among other things) on whether the patent holder can license the patent.
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TechnoPartner Seed Facility (24 million per yeamsato encourage the establishment of so-
called Small Business Investment Companies (SBWg@rivate parties (such as venture
capitalists, large firms, and regional developn@mpanies). An SBIC is a private enterprise
engaged in the financing of technostarters. Whetaiceconditions are fulfilled, the private
capital of the SBIC is matched by government lodeshnoPartner Label provides a certificate
which can be helpful in attracting credits. Thidippinstrument will be discussed in section
6.6. The TechnoPartner Platform (1.8 million pearyglays a facilitating role in the
aforementioned initiatives, e.g. by providing infation to (potential) starters. From 2007, the
overall budget for TechnoPartner might be incredase8¥ million euro per year (EZ, 2004a).

It is difficult to comment on the impact of thislfpy instrument. BioPartner, one of the
predecessors of TechnoPartner, introduced a na@sarement to comment on the point of
departure (before policy comes in). Still, it isclear whether or not these starters would have
emerged without the subsidy. Furthermore, fundelrestarters are involved in the
construction of these null measurements, whichctygigld biased judgements.

According to Chamber of Commerce figures, 75% eftdthnostarters start without
subsidy. Furthermore, only 2% of the technostaterse from universities and 4% from
research institutions. Many successful technostaseem to rely on the application of existing
knowledge, rather than on new scientific knowledgjeally, even if a technostarter originates
from a public research institution, there is norgatéee that the connection is continued.

The Valorisation Grant

In 2004, NWO, STW, and TNO started a pilot on a palicy instrument, the Valorisation
Grant. Based on the Small Business Innovation Relsgaogram (SBIR) in the US, this
subsidy was installed to help starters or smallgames to bring scientific research to the
market. The focus is primarily on the commercidl@aof knowledge from university research,
and the main applicant for a grant has to be aeusity researcher, though the other applicants
may come from small firms in the private sectore Malorisation Grant consists of two phases.
In the first phase, a researcher applies for aidylbs explore the technological and commercial
feasibility of the project. After this feasibilistudy, a researcher can apply for a second phase
grant to develop a commercialisation strategy. hiond phase requires the commitment of a
private investor.

The effects of the Valorisation Grant cannot berded yet because it is still in a pilot
phase, but some remarks can be made. First, tlegis&tion Grant requires that the inventor
should be employed by the starter for at least 50%s time, while maintaining a connection to
the public research organisatitrin this way, the program tries to consolidatedbenection
between the originating public research organigadiad the firm.

9 This is no requirement in the SBIR-program.
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6.4

A second remark is that the pilot offers the pdbsitof a natural experiment and evaluation. In
December 2004, the first 21 grants for feasibiitydies have been awarded in a competition of
82 proposals. The referee committee (consistirthrele entrepreneurs, three venture capitalists
and three researchers with business experiendejidteat 30 to 35 proposals were appropriate
to receive the Valorisation Grant. But the budgdy @llowed acceptance of 21 of these
proposals. The commercial quality of the other 94@roposals was considered high, as one of
the committee venture capitalists decided to pelyanvest in one of them. These 9 to 14
rejected proposals form a control group, which lsarcompared to the experimental group of
the 21 granted proposals. Comparison of the pregresewarded and rejected high-quality
proposals yields insight into the effectivenesthefValorisation Grart’

Public research agenda: STW, Bsik, IS, and TTls

A number of Dutch policy measures which aim to ioyerthe match between the public and
private research agendas are:

STW, the Technology Foundation and its Open TeduyProgram;

Bsik, the Decision for Subsidies for Investmentthie Knowledge Infrastructure;
IS, the Innovation Subsidy for collaboration pragec

TTlIs, the Top Technological Institutes.

Technology Foundation STW and the Open Technology P rogram
The Technology Foundation STW aims to finance dimutate high-quality scientific research
and to promote the utilisation of the results af tiesearch. Among the various programs
implemented by STW to fulfil these goals, the Opechnology Program (OTP) is the most
important. In 2003, this program accounted for 7% TW's budget of approximately 43
million euro for research projects.

Research institutions from all disciplines arewtd to submit proposals to the OTP.
Research proposals are judged by two criterig,dogentific quality and utilisation aspects.
Both criteria weigh equally in the final evaluatidrhe research proposals are evaluated in two
stages. In the first stage five referees give (pedelent of each other) their view on the research
proposal (peer review). Their reports, togethehiilie response of the applicant, are evaluated
by a jury in the second stage. This jury consi$teveral authorities from other fields, acting

%0 It should be noted that the number of high-quality rejected proposals is quite low, which might obscure statistically
significant conclusions about the instrument. However, extensive monitoring of both groups may provide much information
on the effectiveness of the instrument.

1 We do not discuss the I0Ps, innovation-driven research programs (total budget of about 15 million euro per year). An IOP
is established for four to eight years, and covers a theme considered important to business and innovation. The theme is
chosen by a steering committee consisting of both public and private stakeholders. Some other policy instruments discussed
in the current section also have a selection procedure with public and private stakeholders.

2 3TW is funded by NWO (60%) and the Ministry of Economics Affairs (40%) (STW, 2003).
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as laymen to the field under consideration. Thg joakes a judgement by comparing 15 to 20
research proposals per round.

Each awarded research project is monitored by@abled users committee (UC). This
committee consists of several stakeholders fronnkess, non-profit organisations, government
and research organisations. The committee in pleeneets twice a year to discuss the results
and progress of the research project. UC membeisfiipe of charge as long as the requested
research costs of a project remain below 0.5 miléaro. When this margin is exceeded, STW
demands a financial contribution from the UC merapethich can be provided in kind. In
2003, 30% of the projects exceeded the 0.5 milioro margin (STW, 2003J.UC members
have no exclusive right to commercialise the oletdiresearch results. If a private party wants
exclusive membership in a UC (and thereby the tigleixclusive information), a substantial
contribution to the project costs is required. #har acquirement of intellectual property rights,
STW applies other regulations (See section 6.2).

The effectiveness of STW as an instrument for dauting technology transfer by improving
the match between public and private research agerahnot easily be established. STW
(2002, 2003) reports various indicators, rangimgrfiscientific output (i.e. publications) to
patent applications and spin-offs. The involvendifirms is apparently strengthened by the
presence of the users committee, and other indicagem to indicate that STW projects are
more successful than projects of other NWO divisidfiowever, it is unclear whether projects
would have been implemented without the STW subgidg whether in that case technology
transfer would have played an equal role. Alsoahee technology transfer is an explicit
criterion in the referee process, the rewardednarag have good technology transfer
capabilities to begin with.

Bsik: Subsidies for investments in the knowledge in frastructure

In 1994, the Dutch government founded the ‘Inteedtepental Committee Economic Structure
reinforcement’ (ICES) to stimulate investment potgeto strengthen the Dutch economy. A
special working-group named ICES/KIS focuses orkttmwledge infrastructure (KIS). In
1994, the first investment impulse (ICES/KIS-1}he knowledge infrastructure was made,
amounting to 113 million euro. The ICES/KIS-2 falled in 1998 (211 million euro). In 2000,
a third tender procedure was initiated (ICES/KIST3)e final decision on investment in this
round, known as the Bsik, led to an impulse withragimately 800 million euro for 8 years.
The Bsik has several objectives, the most impottairtg to stimulate fundamental strategic
and industrial research, and to initiate long-teesearch collaborations and networks.

%3 It would be interesting to investigate whether this margin elicits any strategic behaviour by private investors. Applicants
might decide to reduce (or split up) project proposals to secure free UC-membership. Unfortunately, data on individual
project proposals are not available.
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The ICES/KIS-3 consisted of three phases, desigmeditain focus in research themes and to
select those projects which were economicaliyd scientifically the most promising. In the
initial phase (2000-2001), representatives frominass and science were invited to propose
research areas suitable for a Bsik-impulse. Eigbttedge themes resulted. In the second
phase (2001-2002), the business and science corynuanild propose research projects within
these eight themes. This ‘call for expression tériest’ resulted in 130 proposals. CPB, among
others, advised on the general quality of thespgwals at the theme-level. Eventually, five
themes were selected, namely ICT, spatial resedtrhble innovation systems, microsystems
and nanotechnology, and health, food, gene- artdd¥iaology.

In the final phase (2002-2003), a call for propsgeithin the five themes was organised. A
committee of wise men advised the government omlwpiojects to award and to what
amount. The committee obtained its information fritve Royal Netherlands Academy for Arts
and Sciences (KNAW), SenterNov&trand Dutch policy research institutes under the co
ordination of CPB. These organisations were astiexvaluate the proposals on different
criteria, based on their own expertise. In shbg, KNAW was asked to referee the scientific
contents of the proposals. The policy researclitinss assessed the legitimacy, social benefits,
and risk profiles of the proposals, keeping in ntimel necessity of a public investment to secure
social benefits. SenterNovem mainly evaluated itente structure and monitored the
correctness of the procedures. These various viengofacilitated a broad ex ante assessment
of the scientific, socio-economic and practicallgyaf the proposals. In the end, 37 projects
received a Bsik subsidy. This extensive refereegss was quite unique for the Netherlands,
although STW and ICES/KIS-2 already made use dabseconomic criteria in the review
process. However, the involvement of the policgassh institutions was new.

The Bsik has only been operational for one yedrthmiprogram offers a number of
opportunities to improve the match between pubiid private research agendas. To improve
commitment, the Bsik requires that each researliabmration would match the Bsik subsidy
by an equal amount. A danger is that this mighst@in public institutions in their financial
capacity (see Box on matching). Furthermore, thialoorations have to consist of both private
and public partners (preferably nationally locatétwever, CPB et al. (2003) find that the
contribution of the private sector per project wasaverage less than 20% of total costs. Most
projects appealed to the maximum Bsik subsidy &6 80 total costs. The remaining 30% was
received via other public means including first aedond flow funding, academic hospital
funds etc. CPB et al. (2003) question whether tpeseentages reflect the ratio between social
and private benefits. Finally, the various projdwse received large subsidies for a long period
of time, i.e. four to six years. Although a midtereview will evaluate the projects,
continuation of the subsidy is not contingent om ¢lutcome of this evaluation in practice. The

* In terms of expected social returns in excess of private returns.
% SenterNovem is an agency of the Ministry of Economic Affairs.
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so-called ‘Temporary Committee Infrastructural Bot$™ recently proposed to introduce
outcome-contingent subsidisation in case of lomgitend substantial subsidies.

IS: The innovation subsidy for collaboration projec ts

The Innovation Subsidy (IS), started in 2604 a subsidy to a private company for a research
and development project conducted in collaboratith either a public research institution or
another private company. The IS had a budget atyn@80 million euro in 2004.

Normally, IS grants cover between 25% and 50% efpttoject costs. When the project is
carried out in collaboration with a public reseairtstitute, or when the firm is a small or
medium-sized enterprise, the requesting privatepemy receives an additional 10% subsidy.
SenterNovem subscribes four tenders a year. Thaiged research proposals are assessed on
four equally weighted criteria, namely collaboratiavith a Dutch or foreign partner),
technological innovation (where fundamental breakilghs are valued higher than marginal
technological improvements), sustainability (inéhgithe ecological and social aspects of the
project), and the economic perspectives in termetofns on investment.

Little can be said about the effectiveness of 8iedheme, as it has started just recently and
because data on observed differences between resvardi rejected projects is not available.
Although research collaborations are allowed tos@girof only private companies, most
collaborations have partnerships with a public aes® organisation: 82% of the granted 1S
proposals include at least both a private companyaapublic research institution (EZ, 2004b).
However, these data provide no information on thditeonality of the IS scheme. Did the IS
scheme result in research collaborations that wikerwould not have been initiated?
Comparison of evaluation data on both granted aejetted R&D project proposals might help

answering these questions.

%% This committee was installed in 2004 by the Dutch Lower Chamber to develop a framework to monitor long term large
scale infrastructural projects.
" The IS program replaced some other subsidy schemes.
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Matching: A blessing or a curse?

Matching is often feared to impose a constraint on the financial and research freedom of universities (AWT, 2004), but
this appears not to be an established fact (CPB, 2004). Matching means that universities partly use first flow or core
funding to finance a part of the costs of research projects in the second and third funding flow. These projects, which are
subsidised by schemes such as the Bsik, require that part of the funding of the subsidised project is raised by the
applicant himself. From an economic perspective, such matching results in an incentive for researchers to deliver high-
quality research by financially contributing to the project themselves. From a scientific perspective, though, matching

might restrict the academic freedom of the researcher. This is at odds with the principle behind the first funding flow.

AWT (2004) reports that universities experience a matching pressure of about 84% in 2002, which means that for each
euro of second or third flow funding the university pays 84 eurocent from its core funding. In total this comprised about
half of the universities’ core funding in 2002. AWT (2004) concludes that this matching pressure is likely to restrict
universities in their choice of research topics. Furthermore, the research agenda tends to become dominated by
innovation-steered research at the cost of other types of research (e.g. on society and culture). Finally, the matching

pressure affects the investment capabilities of universities.

A contra-expertise study by CPB (2004) states that universities are free to say no to projects which would yield too
much matching pressure. Furthermore, the CPB considers the AWT conclusions too sensitive to the implicit assumption
that researchers have hardly no scientific freedom in the implementation of a subsidised project in the second or third
funding flow. In a sensitivity analysis, the CPB finds that if it is assumed that research freedom in subsidised research is
half of that in the first funding flow, then matching does not affect the investment capacity of universities. In case that
researchers’ freedom in subsidised research would correspond to 75% of the researchers’ first flow freedom, the
investment capacity of universities would even increase by 35%, as the subsidised research adds to the first funding
flow. Furthermore, the AWT analysis includes no scale benefits from subsidised research, which are nevertheless likely
to occur in infrastructural investments, e.g. computers or laboratory equipment. Finally, AWT (2004) states that the
financing structure of universities should be changed to avoid matching problems, but CPB (2004) questions whether
the AWT study sufficiently demonstrated that universities are regularly matching research with no public scientific
interest with public funding. But the CPB subscribes the AWT viewpoint that matching should only occur in case of
research projects serving a social objective. Furthermore, university boards should set priorities concerning research
topics and clearly formulate the criteria for the allocation of first flow funding resources.

The Top Technological Institutes

Four Leading or Top Technological Institutes (TTk3tablished in 1997, form largely virtual
hubs between public research institutions, unitiessand the business sector. These four
institutes are the Telematica Institute (TI1), thag®ningen Centre for Food Sciences (WCFS),
the Netherlands Institute for Metals Research (NJMRd the Dutch Polymer Institute (DPI).
Together, they comprise a public budget of apprataty 25 million euro per year.

The institutes are oriented towards longer ternustiy-relevant research in specific areas.
They emerged from a competitive selection proogih, nineteen proposals for research
themes. The selection criteria were utilisatiocwfrent research strength, opportunity for
substantial scientific progress, and reliance ealia industrial base (OECD, 2004). To ensure
anchoring and commitment of the business commuttigygovernment required that private
partners significantly contribute to the TTI budget
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6.5

Although OECD (2004) values the TTIs highly, itigain difficult to say anything on the
additionality of this policy instrument. OECD (202 5) concludes that the TTls are “a proven
good practice in mobilizing public and private r@sd towards common objectives of high
importance for the economy and society”. Howeverconvincing empirical evidence on the

performance of these organisations is presentetmame research will be necessary.

Absorptive capacity: WBSO, TNO and GTlIs

Policies to improve the absorption capacity calofeltwo approaches. First, policy can aim to
increase the absorptive capacity of a firm by skating the firm’s own R&D efforts. An
example is the WBSO, a Dutch research subsidy prodor firms. Second, policy can make
in-house absorptive capacity less necessary byimgaatermediate institutes which translate
scientific knowledge into directly applicable saduts. Main Dutch institutes are TNO and the
Large or Great Technology Institutes (GTIs).

WBSO: A wage tax credit for R&D labour

The WBSO, introduced in 1994, is basically a wagedredit for R&D labour, and directed at
stimulating product development or fundamental aeste within companie®. It is the most
important subsidy instrument for business R&D i@ Metherlands, with a budget of about 367
million euro in 2004.

The WBSO offers a reduction of the R&D wage cogsavmarginal tax scheme. Firms are
entitled to a refund of 42% of the first 110,000ceR&D wage costs and 14% of the
remainder. For technostarters the first stage p&axge is even higher, i.e. 60% (SenterNovem,
2005a). To be eligible, the research project shbeléxecuted by the requesting firm within the
Netherlands, should develop technology that is teetlie firm, so not specifically new to the
market, and should have the character of scieméBearch or product development. The
WBSO reaches many firms in the target group. Ablgte quarters of all firms with R&D
activity in the Netherlands submitted R&D projeodposals for a WBSO subsidy in the period
1996-1998 (Brouwer et al., 2002).

Additional R&D activity may increase the firms’ ayptive capacity through increased R&D
activities. However, the evidence on additionaditghe WBSO is rather thin, and even less is
known about its effect on absorptive capacity. Breuet al. (2002) find that independent of
the firms’ size or sector, the WBSO subsidy isyfulsed as additional funding for new R&D.
That is, the WBSO subsidy is not applied to finaR&D projects which would have been
conducted by the firm anyhow. This estimate isuratisputed. First, Bureau Bartels (1998)

%8 The abbreviation WBSO stands for ‘Wet vermindering afdracht loonBelasting en premie volksverzekeringen, onderdeel
Speur- en Ontwikkelingswerk’ (in English: Reduction of Contributions Wage Taxes and Social Insurance Act, Part Research
and Development).
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find that only 67% of the WBSO subsidy was spenadditional research. Perhaps this latter
estimate is more reliable, as the researchers pttintake account of fungibility (see Box).
This estimate should be seen as an upper limiesgmndents tend to give desired answers.
Second, Brouwer et al. (2002) use instrumentabbées (1V), and the quality of the
instruments used are somewhat disputable, sohitbatsults should be interpreted with care.

Brouwer et al. (2002) find in their survey that $lexafirms more often indicate that they
would not have conducted the research (or woul@ lsaaled down the R&D project) without
the WBSO subsidy. Smaller firms also expect thairtimnovation output would have been
lower without the WBSO support. From these resuismight argue that small firms benefit
the most from the WBSO. This is not surprisingsasll firms typically receive a larger
subsidy (in percent) on their R&D wage costs. Hosvewe do not know whether the WBSO
has contributed to their absorptive capacity oy ¢alproduct development. On the one hand it
seems more likely that small firms focus on prodietelopment. On the other hand, small
firms state that the WBSO subsidy leads to investmim more risky R&D projects, possibly
indicating an increase in their absorptive capaity

Additionality of the WBSO probably overestimated

Cornet (2001) lists three arguments why additional R&D spending via the WBSO subsidy may be an overestimation of
extra R&D activity induced by this subsidy:

« Addition: Would the extra R&D spending have been done without the subsidy?

« Fungibility: Are firms labelling activities as R&D which they would not have labelled as such without the subsidy?

« Input price effect: Would the subsidy lead to higher input prices? In other words, will scarce R&D workers increase
their wages (thus consuming part of the subsidy), because the demand for researchers is increased by a reduction of
R&D costs for firms while supply is largely inelastic (certainly in the short run).

Marey and Borghans (2000) find that 1 euro additional expenditure on business R&D led to a 20 to 30 eurocent raise in
wages. The input price effect strongly depends on the elasticity of the labour supply. A large elasticity will positively
effect the R&D volume. Cornet (2001) supposes on the basis of the (thin) empirical literature that the fungibility and
input price effect jointly account for about one third of additional R&D spending due to the WBSO. Cornet also argues
that the WBSO introduces a selection effect. Firms propose the R&D projects which increase their private returns the

most, and don't reckon with social returns. A more specific subsidy might be more desirable in this respect.a

a ) ” . . ) i ) -
Obviously, specific support also has its drawbacks. It is beyond the scope of this study to discuss the issue of general versus specific
policies into more detail.

%9 An alternative or additional policy instrument to increase the absorptive capacity of small firms is the SKO
(‘Subsidieregeling Kennisoverdracht Ondernemers MKB’), a subsidy to knowledge transfer for entrepreneurs in SMEs. With
SKO subsidy, a highly educated employee can be hired to support the entrepreneur in the implementation of an already
chosen technological innovation in his firm. The subsidy per project amounts to 10,000 euro in a full time post for at least
one year (the total SKO budget for 2005 amounts to 500,000 euro).
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TNO and the GTlIs

There are a number of intermediary institutes eNtetherlands which can (partly) provide for
the necessary absorptive capacity. These intermyediaearch organisations constitute a
sizeable fraction of the public research infragtitee The Dutch organisation for applied
natural sciences (TNO), the five Great Technoldditstitutes (GTIsf° and the Wageningen
University Research (WUR)-institutes together emaavorkforce of about 20 per cent of the
total research employment in the (semi-)publicaeict 2001. Most of these institutes were
founded before the Second World War, with the arfoster the transfer of knowledge from
science to industry (e.g., TNO), to stimulate tegelopment of knowledge in new research
areas (e.g., ECN), and to increase the applicaficeientific knowledge important for the
Dutch economy*

In contrast to universities, intermediary instibuts provide absorptive capacity by applying
scientific knowledge in order to articulate indy&rdemand via contract research (Cornet and
Van de Ven, 2004a). However, they do not neceysactl as an intermediary organisation
between industry and universities in terms of magldemand and supply. The institutions’
research agendas differ from the university re¢eagenda, and even more from the business
research agenda (Rensman, 2004). A second poterdtabm with intermediary institutes is
that information is lost in the transfer processMeen science and industry. Finally, researchers
at the institutions have to know what universitye@rchers already know, implying some
duplication of efforts.

Recently, the government committee Wijffels scrigta the current and future role of TNO
and the GTls in the Dutch research market, revgdhia following problems in the knowledge
transfer between these institutions and partneigf@élg et al., 2004):

Inadequate connection with SMEs: SMEs are morenadily oriented. They often appear to be
unaware of the institutions’ knowledge, and they mot able to articulate their demand;
Distance to firms and their market: The instituidrave too little knowledge of changes in
markets and knowledge demand of firms;

Lack of commitment of private firms: Firms tenditoy concrete products of knowledge
development, and are not often involved in longemtresearch activities of the institutions.

In a reaction to these observations, TNO againdesumore attention to the knowledge transfer
to small and medium sized firms. Among others, 8ggat(an innovation network) and industry
organisations provide platforms for TNO to getdnch with these firms (AWT, 2005).

 The GTlIs are the Energy Research Centre of the Netherlands (ECN), the Maritime Research Institute Netherlands
(MARIN), WL-Delft Hydraulics (WL), GeoDelft, and the National Aerospace Laboratory (NLR).
¢ The HBO-institutions also play a role as intermediaries, particularly for smaller firms (AWT, 2005).
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6.6

According to Wijffels et al. (2004), TNO and the I3Bhould become more market-oriented
(market financing), although longer term reseatubutd be guaranteed by means of
‘taakfinanciering’ (task financing). An increasingle of market financing is supposed to force
the institutions to match industry’s demand. Wiigard to longer term research, Wijffels et al.
(2004) argue that the government has too littleeetige to assess the value of research.
Therefore public and private stakeholders shoulthbelved early in the choice process on
what to finance through task financing. The goveentshould limit itself to process
management and monitoring, and not steer in theeabof research.

Some crucial elements may hinder the effectivenésisis proposal of the committee
Wijffels. Cornet and Van de Ven (2004b) questiorethler a government that has less expertise
than the institutions themselves can monitor araduate the outcomes of the transfer process.
Can the government determine and articulate whavledge should be provided by the
institutions, when the market fails to develop #newledge? Furthermore, the role of market
financing is hampered by the following factors. Thsearch institutions are impeded by their
own history. Some have been founded to do reséamdrtain areas or research for
government. The Dutch market might actually besioall for some of these institutions. An
additional factor, also mentioned by Wijffels et @004), is that the institutions have to
compete with Dutch and foreign universities whiciglmh be able to perform research at lower
costs®? The market could decide to contract its reseavchesvhere else. Both factors might
lead to an insufficient or limited realisation afdwledge transfer within the Dutch knowledge
infrastructure. On the other hand, the role of Tid@elatively large compared to the role of
comparable institutions in other countries. Morepiritch business firms relatively often
choose for semi-public research institutions aguaice of knowledge rather than universities
(Antenbrink et al., 2005%

Capital provision: TechnoPartner Label and BBMK B

In this section, we discuss TechnoPartner Labeltl@@BMKB program which are initiated to
relax credit market problems for starters.

TechnoPartner Label

TechnoPartner Label provides some sort of certéita technostarters. TechnoPartner Label is
part of the TechnoPartner program discussed irid@e6t3. When applying for a credit
technostarters often experience significant diffies. They have no track record, face
uncertain market perspectives, and high initiaéstments for advanced equipment.
TechnoPartner Label provides a kind of second opinn these technostarters, which might

62 Wijffels et al. (2004) also note competition on the international market by foreign institutions subsidised by their national
governments. However, we do not know to which extent this competition is detrimental for TNO and the GTls.

%3 Cornet and Van de Ven (2004a) discuss an option to introduce performance-based funding for technology transfer
institutes such as TNO.
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6.7

help in the credit application process. TechnoRaitabel closely cooperates with another EZ
instrument, the BBMKB.

BBMKB, a security for credit loans to SMEs

The BBMKB provides security bonds for partial coage of a credit loan applied for by a small
or medium sized company (less than 100 employ2&pecial conditions are available for
securities for starters and innovating companiest&Novem, 2005b). Technostarters with a
TechnoPartner Label certificate can easily appiyaf8BMKB security. The BBMKB has a
credit guarantee of about 454 million euro. Creditstypically in the range of 50,000 to
200,000 euro.

This BBMKB program looks promising. The risks expaced by financial institutions
when lending to technostarters are significantjueed. In practice, though, some financial
institutions do not consider the TechnoPartner Lab&aluable asset when making their credit
decisions?® Investors appeal to their responsibility to perfdgood banking’. Suppose a
financial investor is uncertain about future cdskfof high-risk technostarters. The BBMKB
might reduce the risk for the bank, but the actis&is for the entrepreneur are not reduced. It
was this uncertainty in the first place that caubedinvestor to hold back on the loan. In that
case, good banking may imply that a financial oigmtion protects the entrepreneur from a
risky start-up. More often, trustees in bankrugioynt investors to their responsibilities
towards entrepreneurs, although it is unclear wdredihy legal repercussions can result. Finally,
we are unclear whether the BBMKB counts for a secoeduction in the sense of the Basel Il
agreement. This agreement entails stricter cagitalirements for financial institutions in case
of risky investments. When technostarters with enfhePartner Label are still considered as
high risk, investors might hold back because ofeaty considerations. Investors might be
reluctant to reserve large solvency buffers fohhigk loans and decide to finance low-risk
projects instead.

Policy instrument mix aimed at science-industry interaction

The total mix of instruments deployed to boostsogeindustry interaction may reinforce or
conflict with each other. Fine-tuning of the instrents within the mix depends on the priorities
of policy makers. For instance, when specific leasrin science-industry interaction are
considered as important, these barriers may beceedoy an instrument mix which explicitly
targets at these specific barriers. Whether theisngtfective depends on the goals of the
individual instruments and the organisations inedlvFurthermore, the institutional

% BBMKB stands for ‘Besluit Borgstelling MKB-kredieten’.
% Based on personal communication with an investment manager of a large Dutch bank.
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environment interacts with the various instrumeftse effectiveness of the policy mix may be
reduced if, for instance:

The goals of the individual instruments and/or aigations conflict with each other;

There is too much overlap between the instrumemtsganisations due to historical or
institutional rigidities;

The mix lacks variety in the type of instrumenex(tneasures, subsidies, risk capital provision,
networks etc.);

There are ad hoc changes in the mix of instrumgunsto changes in policy priorities.

Moreover, the expected benefits should be compaitthe costs of implementation

(including the notion of government failure and ogpnity costs, i.e. the benefits of other
policy instruments such as public support for R&dh\aty by enterprises). In practice, an
evaluation of the policy mix and its effectivenéssery difficult. Such an evaluation requires
an analysis of the effectiveness of individualimstents, taking account of the various relevant
interactions with other instruments. Policies téedeat reducing one barrier may be ineffective
when there remain other serious barriers in sciémabestry interaction. For instance,

promotion of an entrepreneurial culture within a@ah may not be effective when firms meet
difficulties in financing spin-offs.
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Conclusions

In this study, we investigated science-industrgriattion in an economic framework,
distinguishing between the public research sectdrpgivate companies. Although research in
this area is growing rapidly, our understandingrdwledge transfer mechanisms is limited.
Firm conclusions can therefore not be drawn, andesty is in place. This certainly holds for
insight into the effectiveness of government pekciNonetheless, from the theoretical
discussion and the practical experiences, we can dome general lessons and suggest
interesting directions for further research. Wentfieed a number of important explanations for
suboptimal knowledge transmission from scienceattustry. In this final chapter we

summarise our major findings.

Empirical evidence on science-industry interaction

Science-industry interaction calls for public trans mission channels in conjunction with

personal contacts

From our empirical investigation of science-indysiiteraction, we conclude the following.
First, cross-country data from the Global Competitiess Report show that countries with large
R&D investments tend to be countries with intensinéversity-industry research collaboration.
The intensity of science-industry interaction atsorelates with a number of other indicators of
the knowledge economy, such as the quality of puleearch institutions and intellectual
property protection.

Second, science and industry can interact throagiows channels, and US evidence shows
that public channels (such as scientific publicag)oand private channels (involving personal
contacts, e.g. consulting services) are complemevitde knowledge transferred through
public channels calls for government provision (therket will supply too little as this type of
knowledge is non-excludable and non-rival), comraoconomic markets exist for knowledge
transmitted through private channels. The challdageolicymakers is to find the right balance
between public and private involvement in sciemadibtry interaction programs.

Third, although the US seems to show a somewhsgrijgtrformance, it is probably an
overstatement to talk of a European knowledge maxdeérom an inspection of a series of
knowledge transfer indicators, we conclude thatNbtherlands does not perform
systematically better or worse in science-industtgraction than the US, Sweden or Finland.
Relatively weak points in the Netherlands refecdoperation between national universities and
the private sector, and the importance of univiesiind non-academic research institutions as

a source of knowledge for the business sector.

75



Policy interventions, part I: Reducing specific bar riers

We considered some policy initiatives to allevigpecific barriers to science-industry
knowledge transmission. What are the lessons fle®et national and international

experiences?

Provide direct incentives for scientists to engage in science-industry interaction

In the Netherlands, direct financial incentivesd$oientists to commercialise their findings
hardly exist. Universities can apply for patentsider to obtain the intellectual property rights,
but future revenues (e.g. from licenses) may ot thack to the inventor(s). This may explain
why Dutch universities produce relatively few pasetiowever, according to Verspagen
(2004), the number of patents produced by univessis much higher when the definition is
broadened. This is because in research collabosatiee decision to patent is often left to a
private partner. For our purpose the former deéiniis probably more relevant. In the case
when patents are the outcome of a joint publicgigwresearch effort, knowledge transmission
is already secured. To encourage patenting outgtinei higher education sector, policymakers
could consider the introduction of explicit incesats for researchers. The patenting policy of
the Dutch Technology Foundation STW provides soemeard incentives for researchers,
though this is still contingent on the researctjgab Sceptics point at the pitfalls that financial
incentives for scientists interfere with the distlee of research results and academic freedom,

but these worries do not receive robust empiriappsrt.

Provide preconditions for entrepreneurship in acade mia

Cultural and practical barriers could discouragemtmepreneurial attitude among scientists in
the public research sector. While the culturalibaseems to be reduced, connections with
industry are now widely supported in the scientificnmunity, scientists often meet many
practical problems when trying to bring their idéashe market. According to Lazear (2004),
specialised skills are more important for scieatighile entrepreneurs need to be jacks-of-all-
trades. In other words, a professor’'s comparativ@atage is in science, not in developing new
business. Professional guidance and technicatassesof scientists with marketable
inventions can help to commercialise public redeafdthough the US experience with
Technology Transfer Offices is not always positieestain elements are worthwhile to consider
in the Dutch context. For instance, TTO-like ingiibns could support a more professional
patent policy in the university sector. Also, thet€h TechnoPartner program is a promising
initiative to encourage the creation of spin-offsnfi universities and other public research

institutions.
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Encourage public-private research collaborations to strengthen the match in research

activities

Science-industry interaction will be limited whémetpublic and the private sector have
different research agendas. A clear economic miidiva&an be given for such divergence, as
certain research areas will be underprovided byrtaeket (i.e. research on health, safety, the
environment), so that government provision is ng@es But in situations where there is no
strict distinction between the public and privaterdin, the match between public and private
research can be strengthened by improving theutistial climate for joint public-private
research proposals. Two important instruments to@rage such joint research efforts in the
Netherlands are STW and Bsik. The I/UCRCs in thead® Tekes in Finland are some other

examples.

Increase absorptive capacity of private firms

One way to increase a firm’s absorptive capacity isncourage R&D efforts. Policy
instruments to increase private R&D investment (taduction programs, subsidies, or
procurement) may have the side effect that abs@rgtpacity also increases. The design of the
R&D support program may therefore affect scienahigtry interaction. First, the program may
require that the R&D project entails research thaew to the market and not only new to the
firm. This increases the chance that the reseasltlose links with new scientific knowledge
(although such a policy may be difficult to implemie Second, the R&D program could be
made contingent on the size of the firm. Small fitypically have less in-house absorptive
capacity (perhaps with the exception of high-teeltsrs) and meet more difficulties in the
capital market. The Dutch WBSO program in its carferm is perhaps less suitable to
promote absorptive capacity in the sense that thgram only requires that the research to be
conducted is new to the firm, not specifically niemthe market. Also, the WBSO favours
technostarters, who already have more intimate extions with the scientific community. On
the other hand, the WBSO is more generous for dinai. The question emerges whether
government should use specific or generic policiéss will also depend on the causality
between R&D and science-industry interaction. WR&D stimulates science-industry
collaboration, generic R&D support programs shdeéd! to more intensive public-private
research collaboration. When science-industry &utgsn encourages R&D, more specific
elements in public R&D support programs could bsirdéle (such as additional support when
firms collaborate with universities). Alternativeiptermediary public research organisations
such as TNO could partly provide for the necesshisorptive capacity, so that firms need not
to create this absorptive capacity in-house. Tlard] finally, one could increase absorption
capacity through mobility of researchers. Firmsldaet specific knowledge in-house by hiring
specialists. As the market should work quite welihis respect, it is not obvious that there is a
role for government to encourage mobility of resbars.
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Be ‘intelligent’ with venture capital for private f irms

Entrepreneurs might encounter difficulties to obtatiedit to finance research and development
projects. The initiative of TechnoPartner to pr@vglarantees for investors in high-tech and
high-risk new firms is interesting. However, thesess or failure of such guarantee system
depends on whether the financial sector acceptsnbt. Anecdotal evidence suggests that
banks may attach little value to such guarantelkerelare at least two reasons for this
reluctance. First, ‘good banking’ also entails tnagrinvestment in tricky business is avoided.
In fact, banks can be hold accountable when firnterehe twilight zone of a bankruptcy.
Second, more stringent solvability requirementsagm@ied when banks invest in more risky
firms (the Basel Il agreement). The stricter sobyerequirements also hold when banks receive
guarantees. Summing up, government provision ofagii@es may be insufficient to alleviate
credit market constraints for high-tech start-upisect public provision of capital could be an
alternative, but this raises a host of other qoastilt will be particularly hard to defend why
the government would have more information on ttespects of a certain investment than the
financial sector. Information problems can be redly the provision of ‘intelligent’ venture
capital (supported by independent experts). An gtars the Israeli venture capital program,
and an interesting policy option would be to introd a similar program in the Netherlands.
Alternatively, the way pre-competitive financingdssigned such as in the SBIR program (with
grants only offered in the early research phase |@ms thereafter to correct for credit market
imperfections) might be a potential case for areeixpent.

Policy interventions, part II: General conclusions

The exploration of the various domestic and foreigrtruments reveals that the design of an
instrument determines its success, that we neednsider whether the various policy
instruments reinforce or weaken each other, arntdetieuation studies based on experiments
should help to identify the causal impact of palicy

The design of an instrument determines its success

The review of the policy initiatives implementedtire US, Finland, and Israel to remove
barriers to science-industry interaction shows thatdesign of an instrument determines its
success. For instance, the US experience with Ti@sThas shown that offices with a royalty
sharing system are more effective in technologystier. Also, the SBIR program could be an
efficient intervention to foster science-industnyeiraction in the sense that grants are only
awarded in the early phases of development. Whenettearch proceeds, a loan system
replaces the provision of grants. Some more gepelay reflections concern the role of
public programs to encourage private R&D, sucthas//BSO. In light of the notion that R&D
creates not only innovations but also capacitybsoeb knowledge developed elsewhere, such
as scientific knowledge, an unintended positive-sitfect of R&D support programs is that
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higher private R&D activity also enables firms taka better use of the public knowledge base.
These programs might be designed such that thestvpcside-effects of R&D are reinforced.
Criteria on the innovativeness of the subsidissgaech and the size and nature of the firm

might be considered.

Effectiveness of policy mix remains to be confirmed

In the Netherlands and other countries, a largebauraf initiatives to promote science-industry
interaction have been undertaken, but their jdifigciiveness remains to be confirmed. In
particular, we need to consider whether the varpmlgy instruments reinforce or weaken each
other. At this stage, little is known about sucligyinteractions. More research on this issue is
desirable, as integration of some instruments nighan option. As the analysis of knowledge
transmission channels has shown, knowledge is tféasferred through a combination of
public and private channels. Therefore, in ordgrrimote the connection with the scientific
community, one could, for instance, extend the WEBB&yram with a facility to encourage
research collaboration with the public researchosefs we have seen there are already several
instruments in place to encourage such researtdboohtions, and the notion of an optimal
policy mix perhaps implies that the set of instrasecan be integrated.

Experiments help to identify the causal impact of p olicy

Reliable ex post evaluation studies on the effeciss of policies to encourage science-
industry interaction are scarce. Insight into tffeaiveness of policy could be improved by
making sound ex post evaluation an integral elenmetiite process of policy design and
implementation. This requires a proper experimet¢sign. (See Cornet and Webbink (2004)
for a more elaborate discussion.) One possib#itpiuse a lottery, but some form of
discontinuity in the eligibility criteria can aldi® exploited (this is done in studies based on
natural experiments). For example, the Dutch IntiomaPlatform randomly allocates vouchers
to small and medium-sized firms. These voucherseansed to finance research contracts with
universities and non-academic research institutiGasnparison of the outcomes in the
treatment group and the control group can reveat#usal impact of the innovation vouchers
(see Cornet et al., 2005). Such experiments hdlppoove our understanding of the

effectiveness of the various instruments.
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