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Abstract in English

In this paper, we present evidence on the effegtediter numbers of police personnel on
victimisation of crime and experience of nuisate make use of individual data from a
Dutch victimisation survey unique in its size, dioa and scope. By using individual
victimisation data we provide evidence on the affex police on nuisance rather than ‘*hard
crime’ only, we circumvent measurement error comiaopolice statistics, and we are able to
control for both individual and municipality chatedstics. We find significantly negative
effects of higher police levels on property crim@]ent crime and nuisance. The estimated
elasticities are in line with the literature basedpolice statistics. Urban police forces are more
effective than rural police forces for most typésmme and nuisance. Additionally, we find
experience of nuisance mostly to be a characten$the municipality in which someone lives,
with little variation across individuals in a muigality, whereas victimisation of violent crime
varies across individuals rather than municipalitieor property crime, individual and
municipality characteristics are about equally imguot. Finally, we provide evidence that
greater police protection allows people to movaiacomore freely, which is an additional
benefit of higher police levels not reflected idexline in victimisation rates.

Key words: police, crime, nuisance, effectivenesssie prevention, victimisation survey.
JEL Classification: K4 — Legal procedure, the Le§gktem, and lllegal Behaviour, C23 —
Models with Panel Data.

Abstract in Dutch

In dit rapport presenteren we de resultaten vareeggirisch onderzoek naar het effect van
extra politiepersoneel op slachtofferschap van icdifiteit en overlast. We maken gebruik van
individuele gegevens uit een Nederlandse slachitpiéte, de Politiemonitor Bevolking, die
uniek is in haar omvang, duur en reikwijdte. Daatividuele gegevens te gebruiken, kunnen
we ook aandacht besteden aan overlast in plaatallsam aan ‘harde criminaliteit’, omzeilen
we meetfouten in politiestatistieken en kunnen gkeening houden met zowel individuele als
gemeentelijke karakteristieken. We vinden signific@egatieve effecten van meer politie op
vermogenscriminaliteit, geweldscriminaliteit en dast. De geschatte elasticiteiten zijn in lijn
met studies die politiestatistieken als bron vagegens over criminaliteit gebruiken. Stedelijke
regiokorpsen zijn voor de meeste vormen van critingibeffectiever dan landelijke
regiokorpsen. We vinden dat ervaring van overlastal een kenmerk is van de gemeente
waarin iemand woont, met weinig variatie tusselividden, terwijl geweldscriminaliteit juist
meer varieert tussen individuen in plaats van gemeee Voor vermogenscriminaliteit zijn
individuele en gemeentelijke karakteristieken orggwan gelijk belang. Tenslotte laten we



zien dat mensen zich vrijer bewegen als de patiger bescherming biedt, wat een extra bate is
van meer politiepersoneel die niet tot uitdrukkiognt in lagere slachtoffercijfers.

Steekwoorden: politie, criminaliteit, overlast,egfiviteit, slachtofferenquéte, preventie
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Summary

The literature on police effectiveness relies esiglely on police statistics as source of crime
data. In this paper, we switch the perspective fofienders to victims of crime, using data
from the Dutch Victimisation Survey. By using indtlual victimisation data, we provide
evidence on the effects of police on nuisance rdtten ‘hard crime’ only, we circumvent
measurement error common to police statistics vemdre able to control for both individual
and municipality effects.

We find significantly negative effects of higherlipe levels on property crime and violent
crime. The estimated elasticities for a numberrivhe categories range from — 0.4 to — 1.
Using a different source of crime data and a diffitlestimation method, we confirm the
existing empirical evidence on police effectivenessd extend it to the experience of
nuisance. We find the police to have a similar iotpgn several types of nuisance not included
in previous studies: littering, graffiti, youth saince, harassment, public intoxication and drug
nuisance. Urban police forces tend to be more &@ffethan rural police forces for most types

of crime and nuisance.

Comparing estimates from different model specifarag and different estimation techniques,
we show the importance of controlling for two sagof endogeneity. First, we find police
levels to respond to lagged changes in crime aiganoe rates. Second, police levels are
correlated to year-on-year changes in municipalitgcific characteristics. This effect would
not have been picked up in a fixed effects estiomagipproach. Ignoring both sources of

endogeneity would lead to underestimation of tlieceof police.

We find experience of nuisance mostly to be a ataristic of the municipality in which
someone lives, with little variation across indivéds in a municipality, whereas victimisation
of violent crime varies across individuals rathert municipalities. For property crime,
individual and municipality characteristics are abequally important. These findings
underline the importance of controlling for indiuval background characteristics, especially in
the case of violent crime.

Finally, we provide evidence that greater policet@ction allows people to move around more
freely, which is an additional benefit of higheripe levels not reflected in a decline in

victimisation rates.






Introduction

Methodological advances and the crime drop of 8@0% observed in many countries have
spurred a renewed interest in identifying the cbefact of police on crime. New research
designs are employed to break through the simutiabhetween police and crime levels and to
address omitted variable bias. Di Tella and Scluasiky (2004) and Klick and Tabarrok (2005)
use shocks to police presence related to terattstks and terrorist alerts to identify police
effectiveness. Corman and Mocan (2000, 2005) ugefnréquency data to escape the (slow)
adjustment in allocation of police resources tonerrates. Levitt (2002) employs an
instrumental variable design to identify changepatice levels that are not related to changes
in crime rates. These recent studies consisteinllysf substantial negative effect of police on

crime recorded by the police.

So far, the literature is exclusively based ongmf#tatistics as source of crime data. In this
paper, we switch the perspective from offendersdtms of crime, using data from the Dutch
Victimisation Survey. Using individual victimisatiddata has a number of advantages. First,
whereas recorded crime statistics indicate the deaspects of police performance over time
and across jurisdictions, the victimisation suraéso reflects police activities that primarily

rely on informal policing methods. The survey ird#g many dimensions of ‘quality of life’ in
the neighbourhood not covered in police statistimduding experience of nuisances like
vandalism, littering and graffiti. By using victisation data, we provide evidence on the effects
of police on people’s experience of quality of lisgher than the incidence of ‘hard crime’ only.

Additionally, we circumvent several types of measnent error common to police statistics
that may result in biased estimates. Recorded cstatestics are subject to changes in reporting
and recording behaviour that are hard to contnoWith cross-sectional and time-series dummy
variables (Dryden Witte and Witt, 2001). The effettmore police officers on the percentage
of crimes reported may be limited (Levitt, 1998)f there are many other factors that may bias
both cross-section and time-series analysis basedamrded crime. Sources of bias in recorded
crime include changes in policing priorities andn@istrative practices, the introduction of
new information technology within the police orgsation, and changes in citizen concerns
about specific crimes (Wittebrood and Junger, 2002y studies analyzing the effect of police
for a short period of time in a single city are likely to suffer as much from measurement
error in police statistics (DiTella and Schardgilgd2004 and Klick and Tabarrok, 2005).

The victimisation survey also includes a rich aadily accessible source of individual
background characteristics of respondents (botimvicand non-victims). When using data on

1 We thank Jeannette Verbruggen and Ali Aouragh for providing excellent research assistance and Arie Kapteyn and Bas
van der Klaauw for useful comments on an earlier version.



offenders, individual characteristics can only b#ected through painstaking efforts related to
combining police statistics with sources such &®strecords and draft registration records.
Because of the costs related to such data colifedtie resulting data tend to be limited to one
locality, such as the Philadelphia cohort of yonmegn studied by Tauchen et al. (1994). As we
will show in the analysis, individual charactefgstiare particularly important for explaining

violent crime.

We employ an estimation procedure that deviates tie usual fixed effects approach in the
literature on police effectiveness. To obtain csisit estimates of the effect of police, we need
to control for municipality specific effects thatacorrelated with police personnel. One way to
solve this issue is to exploit the panel charaotéhe data — by merging repeated cross sections
of the survey — and use municipality specific fedtects (FE). The main shortcoming of this
approach is that for periods of many years theraption that municipality effects are constant
over time is likely to be too restrictive. As ateshative, we use the modified Random Effects
(RE) framework proposed by Mundlak (1978). We mdHelcorrelation between the
municipality effect and time varying observablesdanction of municipality specific averages
per survey wave. Under mild assumptions, thesedtilhates are consistent. In contrast to FE
estimation, we are able to model municipality sfieeiffects that vary over time. As we will
discuss later, the Mundlak approach is relatetiediterature on cluster and peer effects (see
Manski, 1993).

The rest of the paper is organised as follows.i@®& describes our data. In section 3, we
discuss the empirical strategy. Section 4 pregéstgstimation results. Section 5 concludes.
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2 Data

For our analysis, we use the Dutch Victimisatiomv&y (PMB). The PMB is a repeated cross-
section telephone survey that is unique in its dsrgsize (about 80,000 yearly respondents;
about two percent of the Dutch population) andbitsad scope.

Table 2.1 PMB Sample statistics (1995-2003)

Individual characteristics Mean Standard deviation of mean
Male 0.54 0.0008
Age 46.7 0.0270
Education level: low 0.25 0.0007
Education level: medium 0.47 0.0008
Education level: high 0.29 0.0007
Employed 0.56 0.0008
Student 0.055 0.0004
Housewife 0.22 0.0007
Immigrant 0.038 0.0003
Single household 0.21 0.0006
Children® 0.34 0.0004
Terraced house 0.58 0.0008
Detached house 0.15 0.0006
Apartment / else 0.27 0.0007

Crime and nuisance °

Victimisation of bicycle theft (per household) 0.11 0.0005
Victimisation of theft from car (per household) 0.076 0.0004
Victimisation of theft of car (per household) 0.010 0.0001
Victimisation of burglary (per household) 0.069 0.0004
Victimisation of threat 0.048 0.0003
Victimisation of robbery with violence 0.0035 0.0001
Victimisation of assault 0.0081 0.0001
Nuisance from littering 0.29 0.0007
Nuisance from graffiti 0.15 0.0006
Nuisance from youth in public spaces 0.12 0.0005
Nuisance from harassment in public spaces 0.034 0.0003
Nuisance from public intoxication 0.078 0.0004
Nuisance from vandalism 0.19 0.0006
Nuisance from drug users 0.070 0.0004
Police

Police personnel per 100,000 inhabitants 256.2 0.015

Preventative measures °

Drive or walk round 0.11 0.0005
Leaving valuable properties at home 0.18 0.0006
Not allowing children to go out (per household) 0.17 0.0011
Number of observations 402,463

Notes: (a) Defined as the share of children in the total number of people within a household. (b) On nuisance: respondents are asked
whether they consider a certain type of nuisance to be a frequently occurring event in their neighbourhood. The figures indicate the
proportion of people who answered the question affirmative. (c) Share of respondents that frequently take such preventative measures.
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The PMB contains detailed information on victimisatof crime and experience of nuisance
and preventative measures. For every survey wagppndents have been selected at random
from the total population over 15 years of age.gdice region (and sometimes smaller areas),
the interviewers used stratified sampling. A minimaf 1,000 respondents were interviewed in
each of the 25 police regions.

All victimisation is observed at the individual Eyonly victimisation of bicycle theft,

burglary, car theft, theft from cars and one préatve measure are measured at the household
level. Respondents are interviewed in the firstverks in the year a survey is held, with the
victimisation reflecting the twelve months preceglihe interview date. This means that a
substantial part of the observed victimisation osdn the year preceding the interview year.

In addition to the PMB, data on police resourcesvabtained from the Dutch Interior
Department. Historical series of police levels frb@94 to 2003 are only available at the
regional level. For all 25 police regions, growthpiolice personnel outstripped growth in
population in this period. The total number of pelpersonnel in full time equivalents
increased from 38,429 in 1994 to 47,964 in 2002.

We have pooled PMB data for the years 1995-2008nDuhis period, the PMB survey was
conducted every odd year. Table 2.1 summarisesatheariables we use for the empirical
analysis. Background characteristics include agedgr, education level, ethnicity, housing
type, household size, and income status (emplastadent, housewife, or else).

Table 2.2 Distribution of respondents across munici palities (1995-2003)
Number of individual respondents per municipality Percent of municipalities Percent of respondents
(cumulative) (cumulative)
1-10 1.3 0.0
11-25 4.7 0.1
25-50 9.9 0.5
51 -100 22.4 2.0
101 - 150 34.8 4.6
151 - 200 44.0 7.4
200 — 300 56.9 12.9
300 - 500 70.4 22.1
500 — 1000 90.1 46.2
> 1000 100.0 100.0

Total number 686 402,463
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We estimate the effect of police on victimisatidrcome and experience of nuisance at the
level of individual respondents, taking into accoomunicipality specific effects. In the pooled
sample, we have 686 municipalities, with 585 indii)| observations on average. For separate
years in the sample, the average yearly numberddfidual observations per municipality
equals 115. Table 2.2 shows the distribution oividdial observations over municipalities. For
the vast majority of municipalities, we have suéitt individual observations to obtain reliable
municipality specific effects.
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Research design
Fixed or random effects?

We start off by modelling the chance of becomingim of crime or experiencing nuisangeas

follows:
(1) Pr(yj=1la,X) = a + Xii p+ y NPy + &

In this Linear Probability Model (LPM}y; indicates an effect onthat is specific for
municipalityj. X;; is a matrix representing the characteristics dividual i that is inhabitant of
municipalityj at timet, with # as a vector describing the effectsoinp;.; represents the
logarithmic value of the number of police personpe capita in municipalityat timet-1, and
y is a parameter describing the effectrgf. For ease of exposition, we initially assume that
number of police personnel per capita is observeldeslevel of municipalities. We return to
this issue in Section 3.3. Finalky, is the error term of the LPM model. Initially, vassume
this error term to be identically and independedistributed, with mean zero.

We include individual characteristig§; to prevent estimation bias through (observable)
variables that affect both police and victimisatievels, either by chance or by deliberate
policy. For instance, one of the control variabtethe state of the economy. If growth of police
is concentrated in areas with lagging job oppotiesi then — without proper controls for the
state of the economy — we are likely to undereggrttze effect of police (omitted variable

bias). We discuss the issue of simultaneity inniet section.

Given the size of the data set at hand, we expedtPM model to provide consistent estimates
of the partial effects for the average valueX@ndinp, provided that estimation techniques are
heteroskedasticy-robust. The advantage of usirigPh specification rather than an index
model is that fixed effect (FE) estimation is subj® the incidental parameters problem (see
Wooldridge, 2002). Moreover, the estimation of noipality specific effects is computationally

far more complex in a non-linear setting.

When estimating equation (1) using a conventiore® Godel, we may expect the coefficient
estimate of to be biased, asandinp are likely to be correlated. The default optiorstdve

this problem is to use FE or FD estimation, usinmitipality fixed effects. If we assume that
the error term is identically and independentlyribsited, then this approach yields consistent
estimates off andy. Within the context of our panel however, the agstion that the
municipality specific effect is constant over tiisdikely to be too restrictive. In particular,
individual victimisation of crime and nuisance i only affected by individual characteristics,
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but also by the composition of inhabitants withimanicipality. In the time period under
investigation (8 years), compositional trends &y to differ between municipalities — which
contrasts with the assumption tleds constant over time. Consequently, if the nundfgrolice
is linked to these trends, the effect of policespanel per capitg,tends to be underestimated.

In order to make the FE approach more flexibleglawious solution is to specify municipality
specific effects for separate years. However,dbises at a price. First, the number of
parameters to be estimated increases dramatiediigh may result in inefficiency problems
(especially since we have a small number of obsenafor some municipalities, which
creates problems for crimes with low victimisatiaes). Second, by allowing the coefficients
to vary both over time and for each municipalite parameter estimate po€an no longer be
identified. Alternatively, we use a modified randefifects (RE) framework proposed by
Mundlak (1978} Within this approach, the correlation betweenrthamicipality effect and the
time varying observables is specified as a linaaction of municipality averages per year:

(2) Priypg=1) = o + X f+ 7 Inpea + &

with the auxiliary regression

(3) Ot = o1 X-jt + 9, Inpj_ + 7t

whereX.; equals the average value of individual charadtesiper municipality per yeat,
andd, describes the effect of these characteristicg.dnp; is the average value tfp; per
municipality across time #;; represents the remaining yearly municipality dffégain, we
assume this variable to be independently and ichtidistributed.

By adding average values Xfandlnp as a set of controls for unobserved heterogenséy,
disentangle the well known “within” from the “betes”’ estimators of both coefficients. Thus
the coefficient estimates are identified from vaoia of X andlnp, holding the averages
constant. Under mild assumptions, the modified Bitreators are identical to the FE
estimators. Within the context of equations (2-@yvaver, the computation of municipality
averages is somewhat different from the (conveatjavundlak approach. In particular,
municipality averages are obtained by averagirayer each municipality per year, rather than
averaging over time only. Thus, municipality effeate allowed to vary over time, without
substantial loss of degrees of freedom.

2 Another reason not to exclusively rely on an FE approach is that within our data set variance between regional police levels
accounts for 95 percent of total variance in police levels. Thus, when using the RE approach, the impact of police on crime is
identified almost exclusively from cross-section variation.
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3.2

We take the average valuelnp over time for each municipality. In contrast taiables like
level of education, there is no variation in polgE¥sonnel per capita at the individual level for
a given yearl(p itself is already a municipality average). Unde assumption that averaged
Inp is uncorrelated with the (time-varying) municippléffect, the modified RE and FE
estimates of are identical. This assumption might be too rets#e, however — that is, the
number of police per municipality might be driventbme trends inX. We test the validity of
this assumption by comparing the modified RE amdRE estimates fgrin section 4.2.

Modifying the RE model along the lines suggestedimndlak is related to the empirical
literature on cluster effects (see e.g. Manski,3)9m this literature, adding group averages has
been used to estimate the importance of clustpeer effects — that is, the effect of the
behaviour of other people in a reference groupherbehaviour of an individual (so-called
‘endogenous effects’). Within the context of ourdah however, the interpretation of cluster
effects is different. The coefficients for indivigllcharacteristics reflect the effect of an
individual’'s behaviour on the risk of victimisatiofhe coefficients for the municipality
averages reflect both cluster and sorting effégiisster effects occur if reference group
behaviour affects the individual risk of victimigat.® Think of nuisances like littering and
graffiti that indiscriminately affect people livirig a certain municipality. Sorting effects stem
from individuals with similar characteristics cont&ting into municipalities with aa priori
higher risk of victimisation.

Simultaneity

So far, we have assumed that there is no feedbackdrime (or nuisance) to current police
levels (strict exogeneity). For our estimates digeoeffectiveness to be consistent, two-year
changes in police personnel should not be corgbhatth local trends in crime. Simultaneity is
not a major hurdle in estimating our model for ¢hreasons. First, police budgeting was not
targeted at following local crime trends. The pelludget is distributed by means of a
budgeting formula that includes a number of muritiip-specific characteristicsOf all
variables in the budgeting formula only one istedaotrendsin local crime (the number of
non-western immigrants), and, most importantly,uhgables have not been updated on a
frequent basis (the variables are currently 5 tgea#ts old). Second, we are able to control for
the single variable in the formula that is suppasefbllow crime trends: we include the
number immigrants within every municipality as atrol variable. Third, even when there is a
policy response to diverging local crime trendstigh the impaired working of the formula
that we are not able to control for, budgeting siecis should lead to changes in police

8 Thus, the interpretation of cluster effects is different from endogenous effects — that is, individual behaviour that is affected
by the behaviour of the reference group (Manski, 1993).

4 The budget formula includes the following variables: population, number of residences, number of shops, number of
moves, number of non-western second generation immigrants, length of roadways and housing density.
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3.3

personnelithin one yeato create simultaneity problems — because of tieeyear lag in the
causal effect of police on crime in our model. A&Iins out, it takes at least two years to hire

and train new police personnel.

Simultaneity may still occur indirectly if shocks ¢rime rates carry over to other years. The
policy response to diverging crime trends may Hayal, but if the shocks have an effect over
multiple years, we may still have a simultaneitglgem. In the case changes in police
personnel are correlated with delayed shocks meriates, the estimated effect of police on
crime is biased towards zero. To control for tigiget of ‘indirect simultaneity’, we redefine the
residual municipality specific effegtin an additional auxiliary regression that alldasserial
correlation:

(4) it = P M1+ Ug

wherep represents the degree of serial correlation amettor termu is assumed to be
independently and identically distributed.

Measurement error

Both for the FE and modified RE model specificative have used municipalities as the
relevant geographical or reference unit, so a®tdrol for sorting and externality effects of
crime and nuisance. Thus far, we have abstracted fine fact that police personnel per capita
is measured with error — that is, we observe pg&sonnel per capita for 25 regions, instead
of 686 municipalities. Now suppose we define ttagable as the sum of a regional component
and a municipality specific component with, by dé&fon, an expected value of zero. Then, in
order to obtain consistent estimates, the crussiliaption is that the municipality specific
component is not correlated with the regional congm. This assumption is common for
various applications of stratified sampling, whendts in the sample are represented with
different frequencies than they are in the popoiti

Measurement error may also arise with respectad@tierages of the other independent
variables in our model. Suppose that these vasabtaild be averaged across regions instead
of municipalities, then — using similar argumergsrathe case of police personnel —
consistency is still achieved. This is not an argaotrio estimate the model using regions as
reference groups for all independent variableseihe number of independent variables in
our model, the number of regions is very limitegsting doubts on the efficiency of the

® We do not model serial correlation for more than one year given the small number of years in our sample (5).
® This contrasts to situations where the classical errors in variables (CEV) assumption applies. In that case, measurement
errors are (fully) correlated with the observed variable, causing estimates to be biased to zero (attenuation bias).
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estimated parameters of the averaged varidbliéss is also likely to affect the efficiency ofeth
estimated effect of police on crime. Thus, althoughdo not observe police personnel at the
level of municipalities, this is no reason to sWito regions as cluster groups for the other
independent variables as well.

In what follows, we will estimate various model sifieations to estimate the effect of police
personnel on various measures of crime and nuis&vieestart by presenting the estimation
results of the modified RE model with serial caatiln: the ‘preferred model'. In order to
determine the importance of various sources of gadeity, we compare these results with
other model versions, using FE estimation and/ooiisng the possibility of serial correlation.
Furthermore, we re-estimate the preferred modalpuspecifications that allow the effect op

police personnel to vary across groups of regions.

” See Wooldridge (2002), who discusses the importance of a high number of clusters (in our model: yearly observations of
municipalities) to be able to apply panel data methods.
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4.1

Estimation results

In this section, we present the estimation reshitst, we present the estimated effect of police
on property crime, violent crime and nuisance usiregresearch design discussed in the before.
The appendix provides tables with the full estimatiesults. In section 4.2, we discuss the
robustness of the results using alternative esiimatpproaches. Section 4.3 goes into control
variables at the individual versus the municipdktyel. We analyze the effect of greater police
protection on preventative behaviour and the effédegree of urbanisation on police

effectiveness in sections 4.4 and 4.5.
Effect of police on crime and nuisance

Table 4.1 presents the estimation restli¢hen analyzing property crime, we find the police
be effective in reducing bicycle theft, burglarydaheft from cars. Only the effect of police on
victimisation of car theft is not statistically sifjcant. This result is due to low victimisation
rates (1 percent of households) and correspondhigly standard errors. In contrast to police
statistics, a victimisation survey provides lesscise figures for relatively rare types of crimes.

Table 4.1

Effect of police on crime and nuisance -  implied elasticities

Property crime Violent crime Nuisance

Burglary
Car theft

—0.49*** (0.18) Threat —0.54* (0.22) Littering —0.39*** (0.076)
-0.70 (0.52) Assault -0.74 (0.56) Graffiti —0.52** (0.12)

Theftfromcar - 1.02** (0.18) Robbery with Youth nuisance —0.41** (0.14)

Bicycle theft

—0.41** (0.14) violence -0.47 (0.85) Harassment —0.67* (0.27)
Public intoxication —0.45**  (0.17)
Vandalism -0.01 (0.11)
Drug nuisance —-0.38* (0.18)

Note: Estimation results for all other variables are included in the appendix. Standard errors are between parentheses. * Statistically
significant at the 10-percent level. ** Statistically significant at the 5-percent level. *** Statistically significant at the 1-percent level.

We estimate a one percent increase in police peestm result in a decrease in threat of 0.54
percentage point. We also find a negative effecssault and robbery with violence, but the
effect is not statistically significant. Victimisah of both types of crimes occurs even less
frequently than victimisation of car theft, whiaksults in high standard errors.

We select seven measures of nuisance include@ isuttvey that are available for each wave,
including littering, graffiti, youth nuisance, hasanent, public intoxication, vandalism and drug
nuisance. We find the effect of police to be negatind statistically significant for all of these

types of nuisance except vandalism. The estimdéstities for littering, graffiti, youth

8 The elasticities are computed as follows: estimated coefficient for Inp (as in appendix) divided by the average value of that
specific type of crime or nuisance (as in summary statistics).
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nuisance, harassment, public intoxication and duigance are — 0.39, — 0.52, — 0.41, — 0.67, —
0.45 and — 0.38, respectively.

Comparison with other studies

Table 4.2 shows that our estimated elasticitiepfoperty and violent crime are in line with
recent studies based on police statistics (we inclyde estimates statistically significant at the
10-percent level or better). For reasons of coniplirg we have lumped together several types
of property crimes and violent crimes. The overvighwws that reliable estimates of the effect
of police on violent crime are relatively rare. Maeement error in police statistics on violent
crime is a primary reason for the lack of empiriegiidence. The Netherlands is no exception.
Whereas Dutch victimisation data and police siatidbr property crime show similar trends,
Wittebrood and Junger (2002) find very differemtnids for violent crime. Police records on
violent crime have improved considerably, becaudie@ reports are made for an increasing
number of notified crimes and more police reporésfanding their way into the official

records. The discrepancy between victimisation dathpolice statistics, the so-called ‘dark
number’, is becoming smaller. The precise trendge@orded violent crime differ from police
force to police force, however, leading to majorasw@ement error. Thus, particularly in the
case of violent crime, Dutch police statistics @ provide for a reliable alternative source of
crime data.

Although the Netherlands may provide a differerttisg than the US or Argentina, the results
do not suggest that the use of a victimisationey®as alternative source of crime data greatly
affects the estimated effect of police on crimarifthing, our point estimates are somewhat
higher. Thus, our results confirm the existing evice using a different source of crime data
and a different estimation method.

Table 4.2 Point estimates for effect of police on p  roperty and violent crime
Unit of analysis Property crime  Burglary Car theft and Violent crime
theft from cars
This study Dutch municipalities —0.67¥%  —0.49%** — 0.94%** — 0,53+
Marvell & Moody, 1996 Major US cities —0.32** —0.85%¢
Corman & Mocan, 2002 New York City — 0.42%**
Kovandzic & Sloan, 2002 Florida counties —0.19*
Levitt, 2002 Major US cities —0.50* —0.44*
DiTella & Schargrodsky, 2004  Buenos Aires —0.33#mx¢ ¢
neighbourhoods
Klick & Tabarrok, 2005 Washington D.C. -0.30* —0.86**
city districts
Corman & Mocan, 2005 New York City — 0.56%°

Notes: (a) Includes burglary, car theft, theft from car and bicycle theft. (b) Includes threat, assault and robbery with violence. (c) Excludes
theft from cars. (d) Deterrence effects only. * Statistically significant at the 10-percent level. ** Statistically significant at the 5-percent
level. *** Statistically significant at the 1-percent level.
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4.2 Robustness and endogeneity
Consistent estimation of the effectiveness of gofiersonnel requires proper controls for
omitted variables, as well as for the possibilityindirect) simultaneity. To assess the
importance of these potential sources of endogeneil to validate the robustness of our
results, we have re-estimated the model using varther specifications. We have estimated
model versions without an autoregressive strucfline.comparison of specifications with and
without the inclusion of lagged residuals can bestiered as a test on strict exogeneity of the
police personnel parameter — that is, a test wheihlece personnel remains unaffected by past
realisations of crime and nuisance. Additionallg ave re-estimated the model using FE
estimation instead of the modified RE approach. ganing the FE and RE estimates of police
effectiveness can also be interpreted as a testrichexogeneity, i.e. whether we are able to
capture variation in municipality specific timends by our controls.
Table 4.3 Effect of police on crime and nuisance — implied el asticities for various model specifications
Specification (i) Specification (i) Specification (iii) Specification (iv)
Preferred model
Estimation approach Modified Random Modified Random Fixed Effects Fixed Effects
Effects (Mundlak) Effects (Mundlak)
AR- term included Yes No Yes No
Property crime
Burglary —0.49%*  (0.18) 0.37***  (0.15) 0.11 (0.24) 0.79**  (0.18)
Car theft -0.70 (0.52) -0.31 (0.47)  -0.55 (0.64) -0.11 (0.52)
Theft from car —1.02%*  (0.18) —-0.36* (0.16)  —0.49** (0.23) 0.17 (0.18)
Bicycle theft —0.41%*  (0.14) -0.21*  (0.11) 0.24 (0.17) 0.35%*  (0.13)
Violent crime
Threat —0.54*  (0.22) —-0.41* (0.18)  -0.37 (0.27)  -0.36* (0.22)
Robbery with violence -0.47 (0.85) -0.18 (0.72) 0.95 (1.08) 0.41 (0.80)
Assault -0.74 (0.56) -0.31 (0.44)  -0.69 (0.68)  -0.11 (0.52)
Nuisance
Littering —0.39%*  (0.076) —-0.33** (0.061) -0.14  (0.094)  0.061 (0.072)
Graffiti —0.52%*  (0.12) —0.43** (0.094) —0.48** (0.14)  0.0048 (0.12)
Youth nuisance —0.41%* 0.19) -0.18* (0.11) -0.58*** (0.17) -0.082 (0.13)
Harassment —0.67* (0.27) 0.090 (0.22) —-0.044 (0.37) 1.79**  (0.25)
Public intoxication — 0.45%* (0.17) -0.15 (0.19) -0.19 (0.22) 0.68***  (0.16)
Vandalism -0.01 (0.12) —0.36"* (0.088)  —0.36"* (0.13) 0.14 (0.098)
Drug nuisance —-0.38*  (0.18) —0.69**  (0.17) 0.085 (0.22) 0.11 (0.22)

Notes: Standard errors are between parentheses. * Statistically significant at the 10-percent level. ** Statistically significant at the 5-

percent level. *** Statistically significant at the 1-percent level.

Table 4.3 shows the implied elasticities of theeffof police personnel on crime and nuisance,
using the four alternative model specificationsithwhe preferred model as our benchmark.
Again, it should be noted that all these modelseatanated using an LPM specification,

23



4.3

enabling us to apply conventional FE estimafi@enerally, we find the estimated effect of
police personnel in specification (i) to exceeddffect estimated in specifications (ii-iv). This
finding suggests that the role of endogeneity isdrtant, both originating from (lagged) time
trends that are unobserved, as well as time trévadsre captured by our control variables.

Comparing the elasticity estimates for the varigpscifications, we find the number of police
personnel to respond to (lagged) changes in crirdenaisance for almost all variables. As
most types of crime and nuisance are serially tatee over time as well, not controlling for
serial correlation yields a bias towards zero inalasticity estimates. For property crime and
violent crime, the bias of RE and FE estimatesnilar. For nuisance our results are mixed. In
particular, drugs nuisance shows a reverse cayais for the modified RE model.
Apparently, police personnel is negatively cormdaivith victimisation of drug nuisané®.

A comparison between RE and FE estimation reshéis/s that trends in municipality specific
effects are correlated with police personnel peitaaln the FE models, differences between
municipalities are specified as an effect thabisstant over time. Generally, we find this
assumption to be too restrictive. Our modified REmeation results show that ignoring time
trends due to changes at the level of municipaligads to an estimation bias towards zero,

with youth and noise nuisance as the exceptions.

The various model specifications illustrate the amtgnce of proper controls for the estimation
of police effectiveness — both for lagged effentthie residual terms, as well as time trends that
are captured by the municipality averages. One angye that not all relevant variables are
captured in our municipality averaged values, ktilving our estimates inconsistéht.

However, it is likely that the size of the remami@ndogeneity bias is small. In particular,
omitted variable bias only occurs when the distidouof police personnel at the regional level
is related to omitted variables. All variables theg included in the budgeting formula (see
section 3.2) are included in our municipality aggs Thus, our modified RE estimates are
close to consistency.

Victimisation: is it the individual or the muni cipality?

Since we use individual victimisation data, we alpée to control for background characteristics
both at the level of the individual and of the nuippidlity. The estimation results for the control
variables allow us to analyze whether victimisatdrcrime and experience of nuisance is

dominated by individual characteristics or by fastat the level of the municipality. Individual

° The estimation results are robust to the choice between LPM and Probit as well as Logit.

*° This finding is in line with the negative sign of the estimated coefficient for the average level of police personnel in the
modified RE model in the case of drug nuisance, i.e. police personnel is negatively correlated with this type of nuisance.

™ In terms of our preferred model, this concerns the orthogonality constraint between the residual n in equation (4) and Inp .
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characteristics can reflect the extent to whichppeare willing to take risks for instance. But
higher victimisation rates may also be relatechoplace in which someone lives. In that case,
people experience crime and nuisance regardlgbgiofindividual background.

To see whether individual or municipality factomminate, we decompose the explained
variance in crime and nuisance rates into two p#résproportion of the explained variance due
to differences in background characteristics ohiiddial respondents and the proportion due to
differences in characteristics of municipalitied éatimates are based on the preferred model).
Table 4.4 presents the results of the variancerdposition.

Table 4.4 Variance decomposition for crime and nuis  ance rates

R-squared Proportion due to Proportion due to

individual effects municipality effects

Property crime
Bicycle theft 0.071 0.687 0.313
Burglary 0.015 0.321 0.679
Car theft 0.0040 0.379 0.621
Theft from car 0.036 0.407 0.593
Violent crime
Threat 0.030 0.787 0.213
Robbery with violence 0.0022 0.166 0.834
Assault 0.0073 0.841 0.158
Nuisance
Littering 0.074 0.170 0.830
Graffiti 0.059 0.160 0.840
Youth nuisance 0.020 0.396 0.604
Harassment 0.023 0.164 0.836
Public intoxication 0.043 0.538 0.417
Vandalism 0.038 0.306 0.694
Drug nuisance 0.049 0.196 0.804

Factors at the level of the municipality seem tghsdicularly important when explaining
experience of nuisance. This result makes intugiamese: there is not much an individual can do
to avoid experiencing problems like littering, ditatind drug nuisance. Nuisance rates are high
in municipalities with a young, low educated, imnaigt population outside the labour force
living in apartment buildings (tables A.3 and A.Muisance is simply part of living in
municipalities with these characteristics.

In the case of violent crime, individual effectsnoate, with robbery with violence as the
exception. Apparently, victimisation of threat aagbault is something that varies across
individuals rather than across municipalities. Tlagnpared to nuisance, threat and assault are
not as likely to be a characteristic of a munidigaVictimisation of violent crime decreases
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4.4

with age, increases with education level, and iiqdarly high among females, immigrants,
and people living in apartment buildings (table)A.2

For victimisation of property crime, we find mixeelsults, indicating that both individual and
municipality characteristics are important. Thasdifigs underline the importance of

controlling for individual background charactestj especially in the case of violent crime.

Police protection and preventative behaviour

With a higher level of police protection, citizesa® able to take fewer self-protective measures
such as not venturing out at night or installinguaglar alarm. A relaxation in preventative
behaviour is an additional gain of higher policeels not reflected in lower victimisation

rates?

Using the same modified RE approach as beforegstenthether precautionary measures are
affected by increases in police personnel. Thémisation survey includes data on
preventative measures. We focus on three measuthks survey that people can easily alter
according to local safety conditions: drive or wedkind to avoid unsafe places, leaving
valuable properties at home to prevent theft, astcahowing children to go out because of
safety reasons. These are also measures peoptie decthemselves, as against measures like
additional hinges and locks on doors and windows tie police might advise abddtiust like
the one-year lag between the effect of police ane&rwe assume a one-year lag between
higher police presence and changes in preventagiliaviour. We assume that when making a
decision on whether to avoid a certain streetristance, potential victims treat public
expenditures on crime control as exogenous. Afteasidiscussed in section 3.2, our
estimation approach addresses simultaneity betyelge and crime, therefore, we also deal
with simultaneity between police and preventativeasures related to crime levels.

Table 4.5

Effect of police on preventative behaviou r, estimated elasticities

Drive or walk round to avoid unsafe places — 0.58*** (0.15)
Leaving valuable properties at home to prevent theft —0.48*** (0.12)
Not allowing children to go out because of safety reasons —0.47* (0.20)

Notes: Estimation results for all other variables are included in the appendix. Standard error between parentheses. * Statistically

significant at the 10-percent level. ** Statistically significant at the 5-percent level. *** Statistically significant at the 1-percent level.

2 We do not consider the optimal balance between the two forms of protection.

3 In the case the police advise citizens on appropriate preventative measures, more police could lead to more private
prevention. We focus on measures that are most likely to be individual decisions affected by the degree of police protection
rather than by advice from the police.
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Table 4.5 provides the estimated elasticities. ¥jeeted, more police leads to fewer self-
protective measures. A one percent increase ie@tdivels leads to a 0.6 percent decrease in
people who frequently drive or walk round to avoitsafe places and a 0.5 percent decrease in
people who frequently leave valuable propertidsoate to prevent theft and frequently tell

their children not to go out because of safetyarasThus, we provide evidence that there is an
additional effect of police on preventative behavjmext to the effect of police on

victimisation rates most frequently reported in literature™

4.5 Police effectiveness and degree of urbanisation
Table 4.6 Effect of police on crime in regions with a high and a low degree of urbanisation
High degree of urbanisation Low degree of urbanisation Difference

Property crime

Bicycle theft -0.36 (0.26) —0.44** (0.15) 0.080 (0.30)
Burglary —1.90* (0.32) —0.51* (0.20) —1.39* (0.38)
Car theft —2.91% (0.86) —0.96 (0.60) —1.95% (1.05)
Theft from car —1.16* (0.29) —1.24* (0.23) 0.080 (0.37)

Violent crime

Threat 0.20 (0.40) — 057"  (0.25) 0.77 (0.47)
Robbery with violence -0.21 (0.44) - 0.62 (1.18) 0.41 (1.26)
Assault -0.39 (0.93) -0.82 (0.63) 0.43 (1.12)
Nuisance

Littering —0.62* (0.13) —0.47*  (0.087) 0.15 (0.16)
Graffiti —2.76* (0.18) —0.88*  (0.14) —1.88* (0.23)
Youth nuisance —1.24% (0.25) —0.52* (0.15) —0.72% (0.29)
Harassment —0.48 (0.36) —0.91* (0.36) 0.43 (0.51)
Public intoxication —0.43%** (0.13) - 0.50***  (0.18) —-0.070 (0.22)
Vandalism 0.00 (0.093) 0.066 (0.11) —0.066 (0.14)
Drug nuisance 0.30 (0.28) —0.48* (0.22) 0.78** (0.36)

Notes: Standard errors are between parentheses. * Statistically significant at the 10-percent level. ** Statistically significant at the 5-
percent level. *** Statistically significant at the 1-percent level.

Intuitively, we expect the police to be most effeetin fighting crime and nuisance in urban
regions. After all, a police officer in a densebypplated region can control more people than a
police officer in a sparsely population region.t€et the difference in effectiveness between
urban and rural regions, we include an interadiom for police levels and average police

1 Philipson and Posner (1996) argue that a decline in preventative behaviour due to better police protection partially offsets
the effect of police on crime. An increase in the level of public protection, as by hiring more police, will cause the crime rate
to fall and thus will lower the demand for private prevention — which will cause the crime rate to rise again, partially undoing
the effect of the increase in public protection. Based on state level data for 1985-1994, they provide empirical evidence for
the effect of the burglary rate on having an alarm system. They also find a negative effect of police levels on the presence of
burglar alarms, but the effect is not statistically significant. Because of same-year simultaneity between crime and
preventative behaviour, we are not able to test whether fewer preventative measures in response to better police protection
lead to higher victimisation rates than in the case of no behavioural response.
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levels in the four most urbanised ‘Randstad’ regimnthe model described by equations 2 to
4. We assume that the impact of all other explanatariables in our model is equal for

regions with a high and low degree of urbanisation.

Table 4.6 presents the estimated elasticities®iwo types of regions. The results indicate
that urban police forces are more effective indirig down burglary, car theft, graffiti and
youth nuisance than rural police forces. We firel dpposite result for drug nuisance, however.
Although urban police forces tend to be more effecthan rural police forces for most types of
crime and nuisance, we do not find that urban pdiicces are more effective across the board,

which is in line with findings reported by Kovandznd Sloan (2002, p. 73).

*® The most urbanised regions include: Amsterdam-Amstelland, Rotterdam-Rijnmond, Haaglanden and Utrecht.

28



Conclusions

The literature on police effectiveness relies esiglely on police statistics as source of crime
data. In this paper, we switch the perspective foffienders to victims of crime, using data
from the Dutch Victimisation Survey. This data seters a wide range of crimes and also
nuisances for a range of years and provides a gugaber of individual background
characteristics of respondents. When estimating@elfffectiveness, the survey data allows us
to control for both municipality effects and indival characteristics of victims.

We find significantly negative effects of higherlipe levels on property crime and violent
crime. The estimated elasticities for a numberrivhe categories range from — 0.4 to — 1. Using
a different source of data and a different estiomathethod, we confirm the existing empirical
evidence — and extend it to the experience of nasaWe find the police to have a similar
impact on several types of nuisance not includguté@vious studies: littering, graffiti, youth
nuisance, harassment, public intoxication and digance. Urban police forces tend to be
more effective than rural police forces for mogtety of crime and nuisance.

Comparing estimates from different model specifarag and different estimation techniques,
we show the importance of controlling for two segof endogeneity. First, we find police
levels to respond to lagged changes in crime aiganoe rates. Second, police levels are
correlated to year-on-year changes in municipalitgcific characteristics. This effect would
not have been picked up in a fixed effects estiomagipproach. Ignoring both sources of
endogeneity would lead to underestimation of tlieceof police.

We find experience of nuisance mostly to be a atarstic of the municipality in which
someone lives, with little variation across indivédss in a municipality, whereas victimisation
of violent crime varies across individuals rathert municipalities. For property crime,
individual and municipality characteristics are abequally important. These findings
underline the importance of controlling for indival background characteristics, especially in

the case of violent crime.
Finally, we provide evidence that greater policet@ction leads to fewer preventative

measures, which is an additional benefit of higiwice levels not reflected in a decline in

victimisation rates.
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Appendix

Table A.1 Effect of police on victimisation of prop erty crime - the modified RE model

Burglary Bicycle theft Car theft Theft from car
Ln (police) (t-1) — 0.032%** (0.012)  —0.047*** (0.016) —0.0069 (0.0051)  —0.077** (0.014)
AR-term 0.23%** (0.016) 0.28*** (0.016) 0.13%+* (0.025) 0.33*** (0.019)

Individual characteristics

Male —0.0047%*  (0.0010)  0.0042**  (0.0014) —0.0022**  (0.0005) —0.0059**  (0.0012)
25 < age < 35 —0.015%*  (0.0024)  —0.10"*  (0.0035) —0.0024*  (0.0011) —0.0071*  (0.0030)
35 < age < 45 —0.015%*  (0.0024) —0.086**  (0.0036) —0.0042**  (0.0011) —0.028**  (0.0030)
45 < age < 55 —0.016%*  (0.0024) —0.069***  (0.0036) —0.0044**  (0.0011) —0.034***  (0.0029)
55 < age < 65 —0.022%*  (0.0026)  —0.12**  (0.0037) -0.0059**  (0.0012) —0.057**  (0.0031)
Age > 65 —0.039%*  (0.0026)  —0.14**  (0.0038) -0.0080**  (0.0012) —0.083**  (0.0032)
Education level 2 — 0.0006 (0.0016) —0.0077**  (0.0020) - 0.0007 (0.0008) —0.0064**  (0.0020)
Education level 3 0.0060**  (0.0017)  0.0023 (0.0021) - 0.0002 (0.0008) - 0.0032 (0.0020)
Education level 4 0.0068**  (0.0017) - 0.0001 (0.0021) - 0.0004 (0.0008) - 0.0015 (0.0020)
Education level 5 0.011***  (0.0021)  0.0085**  (0.0028)  0.0000 (0.0010)  0.0075**  (0.0025)
Education level 6 0.016**  (0.0018) 0.023**  (0.0022)  0.0002 (0.0008) 0.012%*  (0.0021)
Education level 7 0.021***  (0.0023) 0.038**  (0.0029) —0.0002 (0.0011) 0.018**  (0.0028)
Employee ~0.0003 (0.0013) 0.013**  (0.0018)  0.0016**  (0.0006)  0.0098**  (0.0015)
Student ~0.0016 (0.0030) 0.060**  (0.0048) —0.0009 (0.0014)  —0.019**  (0.0036)
House wife —0.0061%*  (0.0013) - 0.0072**  (0.0017)  0.0003 (0.0006) - 0.0020 (0.0015)
Immigrant 0.0034 (0.0025) 0.020%*  (0.0037)  0.0067**  (0.0014) 0.019%*  (0.0033)
2 person househ.  —0.0037**  (0.0012)  0.0035*  (0.0015)  0.0004 (0.0006)  0.0078***  (0.0016)

3/4 persons —0.0064**  (0.0018) 0.070%*  (0.0025)  0.0004**  (0.0008) 0.023**  (0.0022)

> 4 persons — 0.0049* (0.0026) 0.14**  (0.0039)  0.0055***  (0.0012) 0.033**  (0.0030)
Children 0.0021 (0.0035)  —0.079**  (0.0053) —0.0059**  (0.0016) —0.056**  (0.0041)
Terraced house 0.0029%  (0.0012) —0.027**  (0.0016) —0.0043**  (0.0006) —0.019**  (0.0016)
Detached house 0.022%*  (0.0017) —0.036***  (0.0021) -—0.0030**  (0.0007) —0.014**  (0.0019)

Municipality averages

Ln (police) (t-1) 0.031***  (0.011) 0.023 (0.015)  0.0051* (0.0050) 0.078**  (0.014)
Male 0.029 (0.023) -0.025 (0.030) —0.0086 (0.010) 0.040 (0.026)
25 < age < 35 - 0.078* (0.047)  —0.15* (0.061) —0.0032 (0.019) 0.038 (0.052)
35 < age < 45 —0.0098 (0.045)  —0.073 (0.058) 0.022 (0.018) 0.10% (0.049)
45 < age < 55 —0.10% (0.046)  —0.17**  (0.059) —0.026 (0.019) —0.0084 (0.051)
55 < age < 65 —0.077* (0.045)  —0.11* (0.059) —0.016 (0.018) 0.068 (0.049)
Age > 65 -0.073 (0.047)  -0.35 (0.061) —0.012 (0.019) —0.034 (0.051)
Education level 2 0.11%*  (0.037) 0.073 (0.047) 0.012 (0.015)  —0.030 (0.040)
Education level 3 0.092***  (0.035) 0.11%*  (0.044)  0.0050 (0.014)  —0.12%  (0.038)
Education level 4  —0.090%*  (0.030) 0.010 (0.038) -0.016 (0.012)  —0.26"*  (0.033)
Education level 5 — 0.085* (0.039)  —0.31**  (0.050) - 0.032* (0.016)  —0.12%*  (0.043)
Education level 6 0.15%*  (0.029) 0.17*+  (0.037) 0.035%*  (0.012) 0.067* (0.032)
Education level 7 0.0024 (0.029) 0.074* (0.037)  0.0042 (0.012)  —0.18**  (0.032)
Employee 0.0010 (0.023)  —0.053* (0.031) —0.0029 (0.010) 0.042 (0.026)
Student —0.14% (0.060) —0.054 (0.078) —0.054*  ((0.023) —0.0088 (0.066)
House wife —0.040 (0.031)  —0.18%*  (0.040) 0.023* (0.014) 0.050 (0.035)

Immigrant 0.13**  (0.036) 0.037 (0.047) 0.054**  (0.015) 0.43*+  (0.041)
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Table A.1 Effect of police on victimisation of prop

Burglary

2 person househ. — 0.0037***

3/4 persons — 0.0064***
> 4 persons — 0.0049*
Children — 0.42%*

Terraced house 0.0088
Detached house — 0.064***
Number of obs. 308,445

(0.0012)
(0.0018)
(0.0026)

(0.062)
(0.0073)
(0.0083)

erty crime - the modified RE model (continued)

Bicycle theft

0.0035**
0.070***
0.14%**
—-0.17*
0.006
—0.078***

285,654

(0.0015)
(0.0025)
(0.0039)
(0.080)
(0.010)
(0.011)

Car theft

0.0004
0.0004***
0.0055***
—0.17%*
—0.0011
— 0.0082**

256,754

(0.0006)
(0.0008)
(0.0012)

(0.026)
(0.0030)
(0.0034)

Theft from car

0.0078***
0.023***
0.033***

—0.64%*
—0.066***
—0.13%*

256,748

(0.0016)
(0.0022)
(0.0030)

(0.066)
(0.0085)
(0.0098)

Notes: Results for year fixed effects are not reported. Standard errors are between parentheses. * Statistically significant at the 10-

percent level. ** Statistically significant at the 5-percent level. *** Statistically significant at the 1-percent level.
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Table A.2

Assault
Ln (police) (t-1) —0.0060
AR-term 0.014
Individual characteristics
Male — 0.0035***
25<age <35 — 0.015***
35<age<45 — 0.016***
45 < age <55 — 0.019***
55 < age <65 — 0.022%**
Age > 65 —0.025***
Education level 2 —0.0012**
Education level 3 —0.0008
Education level 4 —0.0005
Education level 5 —0.0002
Education level 6 —0.0010*
Education level 7 —0.0018**
Employee —0.0013**
Student 0.0035**
House wife —0.0006
Immigrant 0.0020**
Terraced house — 0.0023***
Detached house —0.0022**
Municipality averages
Ln (police) (t-1) 0.0042
Male 0.0035
25<age <35 0.022
35<age<45 0.0043
45 < age <55 0.027*
55 <age <65 0.013
Age > 65 —0.0056
Education level 2 — 0.038***
Education level 3 — 0.043***
Education level 4 —0.036***
Education level 5 —0.0060
Education level 6 —0.022*
Education level 7 —0.032%**
Employee -0.011
Student —0.018
House wife -0.014
Immigrant 0.029**
Terraced house — 0.0055***
Detached house —0.010%**
Number of observations 308,445

Effect of police on victimisation of viol

(0.0045)
(0.017)

(0.0004)
(0.0013)
(0.0013)

(0.013)
(0.0013)
(0.0013)
(0.0005)
(0.0006)
(0.0006)
(0.0008)
(0.0006)
(0.0008)
(0.0006)
(0.0018)
(0.0004)
(0.0010)
(0.0005)
(0.0006)

(0.0044)
(0.0083)
(0.017)
(0.015)
(0.016)
(0.016)
(0.017)
(0.014)
(0.013)
(0.011)
(0.013)
(0.011)
(0.011)
(0.0083)
(0.023)
(0.010)
(0.013)
(0.0022)
(0.0028)

ent crime — the modified RE model

Threat
—0.026** (0.011)
0.076*** (0.019)
—0.035***  (0.0009)
—0.045**  (0.0025)
—0.050***  (0.0025)
—0.059**  (0.0025)
—0.074**  (0.0026)
—0.093***  (0.0026)
—0.0058***  (0.0012)
—0.0030**  (0.0012)
—0.0047**  (0.0013)
0.012**  (0.0018)
0.015**  (0.0014)
0.015**  (0.0019)
0.0009 (0.0012)
0.0035 (0.0033)
—0.0003 (0.0010)
—0.015***  (0.0021)
—0.013***  (0.0011)
—0.015**  (0.0014)
0.018* (0.010)
—0.0040 (0.020)
—0.0092 (0.041)
-0.017 (0.035)
0.0019 (0.037)
—0.042 (0.037)
—0.11% (0.041)
— 0.094*** (0.031)
—0.089*** (0.030)
—0.10%* (0.025)
—0.053* (0.031)
-0.012 (0.025)
—0.073** (0.025)
—0.062*** (0.020)
—0.12* (0.054)
—0.075*** (0.024)
0.20%** (0.031)
—0.023***  (0.0056)
—0.047**  (0.0067)

308,445

Robbery with violence

~0.0017 (0.0030)
0.034* (0.020)
—0.00011 (0.00025)
—0.0030%*  (0.00062)
—0.0028**  (0.00063)
—0.0028**  (0.00064)
—0.0025%*  (0.00069)
—0.0026%*  (0.00072)
—0.00065 (0.00046)
—0.00024 (0.00048)
~0.00043 (0.00047)
0.00040 (0.00060)
0.00043 (0.00050)
0.00039 (0.00062)
0.00018 (0.00035)
0.00031 (0.00083)
0.00044 (0.00035)
0.0010**  (0.00072)
—0.00097**  (0.00030)
-0.0011 (0.00036)
0.0025 (0.0028)
0.0018 (0.0050)
—0.00048 (0.0086)
—0.00041 (0.0075)
0.00091 (0.0075)
0.0011 (0.0087)
-0.015 (0.0090)
0.0096 (0.0075)
—0.0092 (0.0072)
-0.0085 (0.0056)
-0.013* (0.0079)
0.016**  (0.0059)
~0.0063 (0.0057)
—0.0084* (0.0048)
—0.0046 (0.012)
—0.0081 (0.0059)
0.041***  (0.0085)
—0.0039%*  (0.0014)
—0.0052%*  (0.0017)
308,445

Notes: Results for year fixed effects are not reported. Standard errors are between parentheses. * Statistically significant at the 10-

percent level. ** Statistically significant at the 5-percent level. *** Statistically significant at the 1-percent level.
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Table A.3

Ln (police) (t-1)
AR-term

Individual characteristics

Male

25<age <35
35<age<45

45 < age <55

55 < age <65
Age > 65
Education level 2
Education level 3
Education level 4
Education level 5
Education level 6
Education level 7
Employee
Student

House wife
Immigrant
Terraced house
Detached house

Municipality averages

Ln (police) (t-1)
Male

25<age <35
35<age<45

45 < age <55
55 < age <65
Age > 65
Education level 2
Education level 3
Education level 4
Education level 5
Education level 6
Education level 7
Employee
Student

House wife
Immigrant
Terraced house
Detached house

Number of observations

Littering

—0.11%+*
0.42%**

0.033***
—0.017*+*
0.0014
0.012%+*
0.023***
— 0.030%**
0.021***
0.028***
0.032***
0.028***
0.034*+*
0.012*+*
—0.030%**
0.042+*
—0.0037
— 0.049***
—0.10%+*
—0.12%x*

0.0093
0.011
-0.14
—0.085
—0.31x+*
—0.56%**
—0.48**
—0.42%+*
—0.26%+*
—0.63***
—0.77%*
—0.48*+*
— 0.45%+*
—0.085*
—0.54%+*
—0.41%*
1.34%**
—0.16***
— 0.47%+*

308,445

Effect of police on experience of nuisanc

(0.022)
(0.014)

(0.0018)
(0.0038)
(0.0038)
(0.0039)
(0.0043)
(0.0050)
(0.0036)
(0.0036)
(0.0035)
(0.0042)
(0.0036)
(0.0042)
(0.0024)
(0.0050)
(0.0026)
(0.0042)
(0.0022)
(0.0029)

(0.021)
(0.044)
(0.087)
(0.077)
(0.082)
(0.081)
(0.088)
(0.068)
(0.063)
(0.053)
(0.065)
(0.053)
(0.053)
(0.043)

(0.11)
(0.051)
(0.066)
(0.012)
(0.014)

Graffiti

—0.076***
0.46***

0.0079***
—0.036***
—0.023***
—0.014***

—0.0054
—0.038***
0.014**
0.028***
0.026***
0.033***
0.031***
0.019%+*
—0.0087***
0.031***
—0.0064***
—0.036***
—0.070***
—0.091%**

0.053***
—0.16%**
—0.040
—0.13*
—0.061
—0.32%+*
—0.41%*
—0.23%*
-0.011
—0.24%*
—0.30%**
—-0.034
—0.13%*
—0.10%+*
—0.19%
—0.11%*
0.90***
—0.083***
—0.25%**

308,445

e (1) — the modified RE model

(0.017)
(0.013)

(0.0014)
(0.0031)
(0.0032)
(0.0032)
(0.0035)
(0.0037)
(0.0027)
(0.0027)
(0.0027)
(0.0033)
(0.0028)
(0.0033)
(0.0019)
(0.0042)
(0.0020)
(0.0034)
(0.0018)
(0.0022)

(0.017)
(0.031)
(0.062)
(0.055)
(0.056)
(0.057)
(0.063)
(0.048)
(0.045)
(0.038)
(0.047)
(0.038)
(0.038)
(0.032)
(0.083)
(0.038)
(0.050)
(0.0089)
(0.010)

Youth nuisance

— 0.049***
0 . 27***

0.010***
—0.034**
—0.033***
—0.039***
—0.045**
— 0.082***

0.0065**
0.0043*
0.0028
—0.0031
—0.0068***
—0.026***
—0.015%**
0.0059
—0.0089***
0.012*+**
— 0.050***
—0.067**

0.0041
—0.089***
—0.016

0.12**
0.096*
—0.0009
—0.23%*
—0.24%+*
—0.13%*
—0.43%*
—0.42%x*
—0.22%x*
— 0.34%*
—0.025
—0.36%**
—0.13%*
0.22%**
—0.052***
_Q.2%kx

308,445

(0.016)
(0.013)

(0.0014)
(0.0031)
(0.0031)
(0.0032)
(0.0034)
(0.0035)
(0.0026)
(0.0026)
(0.0026)
(0.0030)
(0.0026)
(0.0030)
(0.0019)
(0.0040)
(0.0019)
(0.0033)
(0.0017)
(0.0021)

(0.016)
(0.033)
(0.063)
(0.055)
(0.058)
(0.063)
(0.063)
(0.051)
(0.046)
(0.039)
(0.049)
(0.039)
(0.038)
(0.032)
(0.082)
(0.038)
(0.048)
(0.0086)
(0.010)

Notes: Results for year fixed effects are not reported. Standard errors are between parentheses. * Statistically significant at the 10-

percent level. ** Statistically significant at the 5-percent level. *** Statistically significant at the 1-percent level.
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Table A.4

Harassment
Ln (police) (t-1) —0.023**
AR-term 0.34***

Individual characteristics

Male 0.0048***
25<age <35 — 0.017***
35<age<45 —0.016***
45 < age <55 —0.015***
55 < age <65 —0.018***
Age > 65 —0.026***
Education level 2 — 0.0048***
Education level 3 — 0.0069***
Education level 4 ~ — 0.0074***
Education level 5 —0.010%**
Education level 6 —0.0086%**
Education level 7 —0.015***
Employee —0.0053***
Student —0.0029
House wife — 0.0026**
Immigrant —0.0027
Terraced house —0.023***
Detached house —0.023***
Municipality averages

Ln (police) (t-1) 0.012
Male —0.0017
25<age <35 — 0.066**
35<age<45 — 0.067***
45 < age <55 0.0005
55 <age <65 —0.057**
Age > 65 — 0.16%***
Education level 2 — 0.094***
Education level 3 —0.21%**
Education level 4 —0.16%**
Education level 5 —0.27%*
Education level 6 —0.033**
Education level 7 —0.16%**
Employee —0.079***
Student —0.046
House wife — 0.095***
Immigrant 0.38***
Terraced house —0.037***
Detached house — 0.080***
Number of obs. 308,445

Effect of police on nuisance (2) - the mo

(0.0091)
(0.017)

(0.0008)
(0.0018)
(0.0018)
(0.0018)
(0.0020)
(0.0021)
(0.0015)
(0.0015)
(0.0015)
(0.0018)
(0.0016)
(0.0018)
(0.0010)
(0.0024)
(0.0010)
(0.0019)
(0.0010)
(0.0011)

(0.0088)
(0.014)
(0.027)
(0.025)
(0.024)
(0.026)
(0.028)
(0.021)
(0.020)
(0.016)
(0.022)
(0.017)
(0.017)
(0.015)
(0.039)
(0.018)
(0.025)

(0.0042)

(0.0048)

Drug nuisance

—0.027*  (0.012)
0.41%*  (0.015)
—0.0000 (0.0011)
—0.018**  (0.0025)
—0.011**  (0.0025)
—0.010"*  (0.0025)
—0.024**  (0.0027)
—0.067**  (0.0028)
—0.0006 (0.0021)
—0.0077%*  (0.0021)
—0.011**  (0.0020)
—0.019%*  (0.0024)
—0.017**  (0.0021)
—0.021**  (0.0025)
—0.013**  (0.0015)
—0.010"*  (0.0031)
—0.0060***  (0.0014)
0.021***  (0.0030)
—0.050**  (0.0014)
—0.054**  (0.0016)
-0.014 (0.012)
—0.075**  (0.023)
0.0026 (0.043)
—0.091* (0.040)
—0.21%*  (0.040)
—0.11%  (0.041)
—0.43**  (0.045)
—0.36%*  (0.034)
—0.54*  (0.032)
—0.59%  (0.027)
—0.97**  (0.034)
—0.22%*  (0.026)
—0.54*  (0.026)
—0.39%*  (0.023)
- 0.11* (0.061)
—0.34%  (0.026)
1.16**  (0.039)
—0.027**  (0.0063)
—0.11%  (0.0074)
302,679

dified RE model

Public intoxication

- 0.034%
0 .43***

0.0022*
- 0.050***
- 0.069***
- 0.075***
- 0.094***
= 0.13***
- 0.0037*
- 0.0083***
- 0.0078***
= 0.0091***
0.0021
0.016***
- 0.0030**
- 0.0030
- 0.0066***
-0.000
- 0.062***
- 0.060***

0.012
0.10%**
-0.081
- 0.40***
- 0.26***
= 0.17%*
= 0.41%*
- 0.33***
- 0.28***
- 0.33***
- 0.50***
- 0.15***
- 0.22***
- 0.049*
- 0.58***
= 0.22%*
0.38
- 0.057***
- 0.040***

304,780

(0.013)
(0.015)

(0.0011)
(0.0030)
(0.0030)
(0.0030)
(0.0031)
(0.0032)
(0.0019)
(0.0019)
(0.0019)
(0.0024)
(0.0020)
(0.0025)
(0.0015)
(0.0039)
(0.0014)
(0.0028)
(0.0014)
(0.0018)

(0.0013)
(0.026)
(0.051)
(0.046)
(0.048)
(0.048)
(0.051)
(0.041)
(0.038)
(0.032)
(0.039)
(0.032)
(0.031)
(0.026)
(0.067)
(0.030)
(0.037)

(0.0068)
(0.008)

Vandalism

-0.0024
0.64***

0.013***
- 0.056***
- 0.024***
- 0.0052
- 0.0098***
- 0.063***
0.015**
0.012%*+*
0.017***
-0.0051
- 0.012***
- 0.050***
- 0.0063**
0.013**
- 0.0063**
- 0.015***
—0.0075***
- 0.043***

- 0.040**
- 0.078**
- 0.44***
0.15**
-0.010
- 0.37***
- 0.90%**
- 0.37***
0.15%**
- 0.51***
- 0.45***
- 0.46***
- 0.28***
- 0.57***
-0.21*
— 0.49%**
0.79%**
0.087***
- 0.22***

299,840

(0.020)
(0.0096)

(0.0016)
(0.0034)
(0.0035)
(0.0036)
(0.0039)
(0.0041)
(0.0032)
(0.0032)
(0.0031)
(0.0037)
(0.0032)
(0.0036)
(0.0022)
(0.0045)
(0.0022)
(0.0037)
(0.0019)
(0.0025)

(0.020)
(0.039)
(0.078)
(0.069)
(0.073)
(0.072)
(0.079)
(0.062)
(0.057)
(0.048)
(0.059)
(0.048)
(0.047)
(0.040)

(0.10)
(0.047)
(0.057)
(0.010)
(0.012)

Notes: Results for year fixed effects are not reported. Standard errors are between parentheses. * Statistically significant at the 10-percent level.

** Statistically significant at the 5-percent level. *** Statistically significant at the 1-percent level.
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Table A5 Effect of police on preventative measures

Drive or walk around

Ln (police) (t-1) — 0.059***
AR-term 0.53***

Individual characteristics

Male 0.085**
25<age <35 - 0.016***
35<age<45 0.0023

45 < age <55 0.018***
55 < age <65 0.023***
Age > 65 0.0031

Education level 2 0.011**
Education level 3 0.020***
Education level 4 0.025**
Education level 5 0.025**
Education level 6 0.028***
Education level 7 0.018**
Employee - 0.016***
Student - 0.0070**
House wife - 0.018***
Immigrant 0.024

Children 0.015%**
Terraced house - 0.012**
Detached house - 0.022**

Municipality averages

Ln (police) (t-1) 0.0088

Male = 0.17***
25<age <35 — 0.32%**
35<age<45 —0.21%**
45 < age <55 - 0.37%*
55 <age <65 - 0.50%**
Age > 65 — 0.51***
Education level 2 -0.021

Education level 3 -0.033

Education level 4 — 0.24***
Education level 5 — 0.48***
Education level 6 0.13%**
Education level 7 — 0.30***
Employee —0.21%**
Student 0.0098

House wife —0.12%**
Immigrant 0.62%**
Children - 0.26%**
Terraced house - 0.040***
Detached house = 0.19***
Number of observations 306,945

(0.015)
(0.015)

(0.0013)
(0.0027)
(0.0028)
(0.0028)
(0.0031)
(0.0033)
(0.0025)
(0.0026)
(0.0025)
(0.0030)
(0.0025)
(0.0030)
(0.0018)
(0.0035)
(0.0019)
(0.0032)
(0.0043)
(0.0016)
(0.0020)

(0.015)
(0.028)
(0.054)
(0.053)
(0.053)
(0.053)
(0.055)
(0.042)
(0.039)
(0.034)
(0.046)
(0.033)
(0.033)
(0.028)
(0.072)
(0.037)
(0.045)
(0.073)
(0.089)
(0.010)

— the modified RE model

Leaving properties at home

= 0.077***
0.28%***

0.051**

0.0013
0.029***
0.055***
0.087***
0.099***
0.014**
0.021**
0.024***
0.017***
0.022***

- 0.00074
- 0.016***
- 0.014***
—0.0072**
0.016***
- 0.019***
- 0.023***
- 0.026***

0.073*+*
-0.038
- 0.15**
0.061
- 0.19%**
- 0.19%**
-0.19*
0.17***
- 0.098*
- 0.20***
- 0.096
0.23***
—0.13%**
- 0.076**
-0.077
-0.0034
0.39%**
- 0.73***
- 0.068***
- 0.23***

306,986

(0.019)
(0.015)

(0.0015)
(0.0030)
(0.0031)
(0.0031)
(0.0035)
(0.0038)
(0.0032)
(0.0033)
(0.0032)
(0.0037)
(0.0032)
(0.0037)
(0.0021)
(0.0038)
(0.0023)
(0.0037)
(0.0050)
(0.0020)
(0.0026)

(0.018)
(0.038)
(0.074)
(0.070)
(0.073)
(0.072)
(0.075)
(0.058)
(0.054)
(0.047)
(0.061)
(0.045)
(0.045)
(0.038)
(0.095)
(0.050)
(0.058)
(0.098)
(0.012)
(0.014)

- 0.080**
0.43***

0.062***
0.061*+*
0.13%**
0.17%*
0.18***
0.088**
—-0.024*
—0.038***
— 0.049%+*
- 0.063***
- 0.064***
- 0.088***
- 0.017***
—0.033*+*
0.0019
0.054***
0.26***
- 0.013***
- 0.0096*

0.043
- 0.19***
- 0.63***
- 0.51***
- 0.65***
- 0.82%*
- 0.91%**
-0.12
-0.0074
- 0.18**
-0.41
0.40%**
-0.11
- 0.57**
- 0.67***
- 0.31%**
0.81***
- 0.78***
- 0.092***
- 0.29***

87,793

Forbidding children to go out

(0.034)
(0.051)

(0.0029)
(0.0057)
(0.0058)
(0.070)
(0.020)
(0.038)
(0.013)
(0.013)
(0.012)
(0.013)
(0.012)
(0.013)
(0.0042)
(0.0068)
(0.0045)
(0.0068)
(0.012)
(0.0048)
(0.0058)

(0.034)
(0.068)
(0.14)
(0.13)
(0.13)
(0.13)
(0.14)
(0.10)
(0.097)
(0.084)
(0.11)
(0.080)
(0.082)
(0.069)
(0.17)
(0.089)
(0.11)
(0.18)
(0.022)
(0.027)

Notes: Results for year fixed effects as well as the number of people in the household are not reported. Standard errors are between

parentheses. * Statistically significant at the 10-percent level. ** Statistically significant at the 5-percent level. *** Statistically significant at

the 1-percent level.
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