CPB Memorandum m

CPB Netherlands Bureau for Economic Policy Analysis

Sector . International Economics
Author :Roland de Bruijn
Number : 140

Date : January 31, 2006

Scale Economies and Imperfect Competition in WorldS can’

Abstract

WorldScan, the CGE model for international policxalysis and long-term scenario studies, is
applied regularly at the CPB. The production tedbgw in the model is that of constant returns
to scale and the market structure is charactebyquerfect competition. However, it is a well
known fact that many sectors such as manufactaningservice sectors feature increasing
returns and firms compete imperfectly. To give ti@del more realism, it is therefore
necessary to expand the model. Besides that, $egeearch projects require an identification
of scale economies in order to perform a soundaselanalysis. In this memorandum, | review
the literature on scale economies and imperfectpetition and analyze which approach is
most suitable to implement in WorldScan. For thediives at hand it appears most efficient to
expand the model with an extended Dixit-Stiglitpagach. Simulations with an aggregated
version of WorldScan show that the effects of ipooating scale economies are significant.
Evidently, in a liberalisation scenario, sectorghwvimcreasing returns can exploit their
technology more than sectors with constant retummslying considerable increases in
production and exports for these sectors. Conctydhis expansion of the model allows for an
identification of formerly unidentified welfare effts.

* The author thanks Stefan Boeters, Arjan Lejour, Paul Veenendaal and George Gelauff for fruitful discussions and helpful

comments and Gerard Verweij for his advise on programming issues.



Contents

N 1o Yo 1§ o3 1T o 3
1.1  What are economies Of SCAIE?........c..uuitceememeeeeeieeeeeeeee e e e e e e eee s 4
1.2 What is imperfect COMPEtitioN?...........uuiieeaae e 6
1.2.1 (O] 1o o] oL ] YU U T T TP PP 7
1.2.2 MONOPOIIStIC COMPETLILION ...ttt et e e e e e e e e eneeneees 9
P = T Tt (o [ (o 10 T PP O P PPPTPPP 11
2.1 Monopolistic Competition & la DiXit-StUGHLZ ... vvveeeeeiiiiiiiiiiiii e 12
2.1.1  The basiC MOUEL.........ccooi it e e e e e e e e e s nnenrenees 13
212 EXEENSIONS ...ttt 18
2.2 Oligopolistic COMPEtition & 1a NEAIY ......ccccccueeeeiiiiiiieee e e e sreeee e 23
221 TRE MOEL....eiiiiiiiiiiieiee et 24
2 T I 1 1T o1 [ (o o PSR 26
3 Currently applied MOEIS...........coiiiiiiiiieiii e 27
1 200 € 192 o T Yo 1= OSSR 27
3.2 MIRAGE ..ot ettt b bt ane e sbe e e nabr e e 30
3.3 ATHENA MOEL.....ciiiiiiie ittt ettt ettt et ene e e e nee e e snnee s 32
3.4 LINKAGE MOGEI ...cciiiiiiiiiiie ittt emmeme ettt sibe e e 32
3.5 Michigan MOGEl........ooiiiiiiiiiiie e s 34
3L T VL1117 o o T Yo (= PR 35
.7 SUMM@IY ettt eerrrr et e e e e e e e e e e s s e e e e e e e et e et e e aeeesaesna e nnnnnnrnne 35
4 Scale economies iN WOrldSCan ..........c.uviieeeeecceei e 39
4.1 Modelling @aPPrOACK ...ttt ettt e e e a e e e e 39
411 TREMOUEI ..t 40
4.1.2 (@2 111 ] = 11 o] o SRR 43
A 114211 = U1 o o PSRRI 43
4.2.1  Standard Dixit-Stiglitz: pure [0Ve-0f-Variety ..........ccoceceeiiiiiiiie e 44
4.2.2 Different degrees of IoVe-0f-Variety ........ccccccevviiiiiiiii e 50
4.2.3 LIDEraliSAtION ........eeiieeiiiee e 52
5 CONCIUSIONS ...ceeiiiiitiiiit ettt ereee et e ettt e skt e e s s e e e e s nnn e e e e s e eee s 54
YN g a1 I O 1o = 1o o SRR 56
Annex 2: Long term effects of introduction of inastng returns to scale.............cccoeovieee 62
L= (=T =Y Lo = PSSP 69



Introduction

WorldScan, the CGE model for international policyalysis and long-term scenario studies, is
applied regularly at the CPB. The production tedbgw in the model is that of constant returns
to scale and the market structure is charactebyquerfect competition. This market structure
is also applied in sectors characterized by spefied factors leading to decreasing returns to
scale.

However, it is a well known fact that many manufaictg and service sectors feature
increasing returns and firms within compete impettfe To give the model more realism, it is
therefore necessary to expand the model. In péaticwelfare effects of certain policy reforms
could be underestimated, since scale economiesoaidentified.

For several research projects there is a demanelfoting the assumptions of constant
returns to scale and perfect competition. In thaupdixed costs are financed from a mark-up
on marginal costs. In the long run firms earn zewfit, because of free entry and exit of firms.
Currently, the option for increasing returns tolscalso called economies of scale, and free
entry and exit of firms is required in a projecttbe liberalisation of the European market for
services as well as in an analysis of the Eurogehame for emissions trading.

In a liberalized market for services, services Vélver barriers can be supplied to foreign
customers. Usually, there is an initiative forisetiup local offices, leading to set-up costs
implying increasing returns to scale. The welfdfeats of liberalising the EU-market for
services are expected to be significant. Obviousinodel which identifies and describes
increasing returns can better assess these weffacts, than a model that just assumes
constant returns to scale in a sector that inféatures increasing returns.

EU member states compete in energy taxes in theegbat firms on average are taxed
much lower than consumers. In addition, the largests pay on average the least. A market
structure of imperfect competition captures thesgeats better than one of perfect competition
and constant returns to scale.

Besides these policy issues, we would like Worla#iSoabe up-to-date, since comparable
models can also describe economies of scale. Fortite, adjusting WorldScan in this way,
leads to a better comparison of simulation reswiltis other models, which is useful for the
analysis.

Concluding, the adjustments must enable WorldScéaeintify and describe increasing
returns. This memorandum discusses how the modgitrbe adjusted.

The following two subsections briefly discuss tlasibs behind economies of scale and
imperfect competition.



1.1

What are economies of scale?

When more units of a good or a service can be mexdion a larger scale, yet with (on average)
less input costgconomies of scakre said to be achieved. Alternatively, this mgaasas a
company grows and production increases, a compdhlgave a better chance to decrease its
average costs. According to theory, economic gronaly be achieved when economies of
scale are realized.

Just as there are economies of sadilEconomies of scaldso exist. This occurs when
growth of production is less than proportionalriptits. What this means is that there are
inefficiencies within the firm or industry resulgnn rising average costs.

Alfred Marshall made a distinction betweiaternal andexternal economies of sca@hen
a company reduces average costs and increase<poodinternal economies of scale have
been achieved. External economies of scale ocdsidauthe firm, within the industry. The
section below lists several causes for internaleddrnal (dis)economies of scale

As a firm produces more and more goods, internahemies of scale are made, so the average
cost begins to fall because of

technical economiesade in the actual production of the good (emgedirms can use
expensive machinery intensively),

managerial economiesade in the administration of a large firm by 8jplg up management
jobs and employing specialist accountants, salesaten

financial economiemade by borrowing money at lower rates of intetigst smaller firms,
marketing economiasade by spreading the high cost of advertisinte@@vision and in
national newspapers, across a large level of output

commercial economiarade when buying supplies in bulk and thereforrigg a larger
discount and

research and development econonmesle when developing new and better products.

External economies of scale occur outside the éisma result of its location and occur when
a local skilled labor force is available,

specialist local back-up firms can supply partsenwvices,
an area has a good transport network,

2 . . . )
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an area has an excellent reputation for producipgrécular good or

sharing of technology or managerial expertise (opér’).

As mentioned before, diseconomies may also ocountérnal diseconomies average costs for
a firm eventually rise as production increasesahse

the disadvantages of the division of labor takeaff

management becomes out of touch with the shop 8ndrsome machinery becomes over-
manned,

decisions are not taken quickly and there is toahrform filling,

lack of communication in a large firm means thahagement tasks sometimes get done twice,
or

poor labor relations may develop in large companies

When too many firms locate in one area, unit ciwsthe industry begin to rise, because

local labor becomes scarce and firms now haveftr bfgher wages to attract new workers,
land and factories become scarce and rents begisetor
local roads become congested and so transportloegits to rise.

When (dis)economies of scale are location spedificle is used in order to gain access to
efficiencies. The main reason why the presenceafi@mies of scale can generate trade gains
is because of the reallocation of resources.

In practice, the most common cause for (and wawddel) increasing returns is (to allow
for) a decreasing average cost curve as alreadyrs#tie introduction of this chapter. The

classical specification of a decreasing cost cig\ggven by the following reciprocal function:

AC=f/x+c, 1)

whereAC denote average costsare the fixed costs;is total production and are the marginal
costs of production. This type of reduced formdiite can represent both internal economies
of scale, see Francois (1990) and external ecorsoofigcale, see Markusen (1990). It will be
the starting point of this paper.



1.2

What is imperfect competition?

There is imperfect competition as soon as an d@geht model no longer takes market prices
as given.

Basically, there are three forms of imperfect cotitipe. The simplest imperfectly
competitive market structure is that gbare monopolya market in which a firm faces no
competition. The Dutch Railways is an example ptiee monopoly.

The second form of imperfect competitiorolgyopoly. The term oligopoly has Greek roots
meaningfew sellers That is the way in which oligopoly differs bottofn perfect competition
and monopoly: there is more than one seller, butmany more. For the small number of
sellers to be stable, there presumably must be bamiers to entryfor new competitors.

The final form of imperfect competition lmonopolistic competitiarin monopolistic
competition the products sold by the firms in théustry are not homogeneous but
differentiated. Thus, each firm has a “monopolyitefown product. However, this is not a true
monopoly, such as Microsoft, because the diffeateti products ardose substitutes
Monopolistic competition retains many features effpct competition, such as the presence of
many firms in the industry and the likelihood tfrate entry and exit of firms in response to
profit would eliminate economic profit among theris. As a result, this last form of imperfect
competition offers a somewhat more realistic dgsiom of many common economic markets.
Examples include automobiles, toothpaste, beegsghand many more.

Because competition is imperfect, there is not @olypetition in prices, but also in
advertising and the characteristics of the good.

Perfect competition assumes homogeneity of prodiitlis assumption is relaxed with
imperfect competition and products are called logieneous odifferentiated Products are
differentiated when they are not perfect substiubeit close substitutes. Product differentiation
increases variety, but it divides up the marketdieg to higher prices and costs. In some
industries, like the computer industry, there istaf competition to introduce a product that is
superior to rival products. This is good for cuséss) because thiality of products improves.
Unfortunately, this kind of competition could leedoverinvestment and waste of resources.

The advantage of non-price competition is that,evtivals will likely react to non-price
competition, their reaction is often slower andsldgect than would be the case for a price cut.

Economists have taken two main routes to addregsriiect market structures according to
Neary (2002). At the micro level, economists in fileéd of industrial organization have
developed quite a few sophisticated models, wtochig on strategic interaction between firms
in a single market. At the more aggregate levehynmasearch areas such as international trade,
macroeconomics and economic growth, have used nadintip competitive models to
incorporate scale economies and product differgotianto a general equilibrium context. We
shall elaborate a bit more on oligopoly and moniggiolcompetition, starting with oligopoly.
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Oligopoly
There exist four major hypotheses about oligopoiging:

The oligopoly firms conspire and collaborate torgesthe monopoly price and get monopoly
profits (cooperativg. Examples are models foartelsor tacit collusion

The oligopoly firms will compete on price so thlag tprice and profits will be the same as those
of a perfect competitive industrpgn-cooperative)A famous example is tHgertrand model

The oligopoly price and profits will be somewherithin the range of the previous hypotheses.
Most of the literature favours this hypothesis. lBpées are th€ournot modeand thevon
Stackelberg model

Oligopoly prices and profits are “indeterminatehal is, they may be anywhere within the
range and are unpredictable.

In an oligopoly, pricing is best thought of asmtdgic decision. Modern study of strategy is
calledgame theorybecause of the analogy to strategies in a gameeGheory assumes that
people are rational and self-interested, the “rafehe game” are stable, everybody knows
them and each player’s payoff depends on the giestehosen by others, as well as oneself.

One possible distinction in forms of oligopoly isttyeen cooperative and non-cooperative.
The first describes the theory and practice ofetsidnd tacit collusion. Cartels are most likely
to form when there is a relatively small numbefimhs (making coordination and monitoring
easier), difficult entry conditions (allowing priggcreases to be more durable), a trade
association that can coordinate output market shamenitor prices, even allocate orders and
some credible form of punishment for cheaters. Thuse able to raise prices without inducing
substantial increased competition from non-memtbdoseover, expected punishment for
forming a cartel must be low relative to the adeges. Finally, the cost of establishing and
enforcing an agreement must be low relative toettpeected gains.

When firms in an oligopoly coordinate their actiatespite the lack of an explicit cartel
agreement, we say that the resulting coordinatidgadit collusion. Empirical evidence by for
example Hay and Kelley (1974) indicates that catln®f all kinds is more likely in highly
concentrated industries.

Non-cooperative oligopoly models assume few sellgl® may have similar or different
costs, high entry/exit costs, products may be idehor differentiated and price or quantity
may be thestrategic variable As said before there are three well known modetson-
cooperative oligopoly, i.e. the Cournot model, Bartd model and Von Stackelberg model.
Since these models form the roots of the industrighnization theory, a brief discussion seems
appropriate.

While the Cournot model features firms engaginguantity rivalry, which seems less
reasonable than direct price competition, it yieddscomes in which there is an inverse



relationship between market concentration and xtene to which market outcomes yield
marginal cost pricing. Cournot oligopoly models ¢aature identical or differentiated products,
identical or heterogeneous costs, and a wide yasfatumber of firms. The most simple
formulation is aduopolywith identical costsdQ) and products. When a simple linear inverse
demand functiof?(Q) =a — bQ, whereQ =q; + g, is assumed and firms maximize profits, the
best response for both firms, taking the other’rmaaction curve into considerationgis= g,

= (a-¢)/3b. The market output in the Cournot equilibriumdailght in between the monopoly
equilibrium output level, Z(- ¢)/3b, and the perfect competitive equilibrium outpwtee (@-

c)/b. When the number of firms increases, the totaketasutput moves closer to the perfect
competitive output. The other way around, whennimaber of firms decreases, the market
output moves closer to the monopoly output. Thisaao be seen from therner index

which is equivalent to the extent to which priceeeds marginal cost. In the case of the
Cournot model, the Lerner index is equalRe-C'(Q))/P = (nEp)™, wheren is the number of
firms andEp is the demand elasticity. Hence, when n increds=&érner index gets smaller
implying that the market structure is getting mooenpetitive. When the assumption of
identical costs is dropped, it can be proved tinatsf with low costs have larger market share
than firms with high costs.

The Bertrand model was developed because Bertréiwzed the Cournot idea of quantity
rivalry and instead argued that firms actually eygyen price rivalry. If firms are identical, and
if there are no binding capacity constraints, ttienBertrand non-cooperative oligopoly model
has the unsatisfactory result that even with onty firms, the equilibrium i$ = c. Price
rivalry drives prices downward as firms competerfarket share. Undercutting your rival’'s
cost results in you getting the entire market fourgelf. This dynamic results in the competitive
outcome regardless of market structure. Howeveraflucts are differentiated, firms collude,
or buyers are poorly informed of price, then thet&ad equilibrium will not occur.

Another common non-cooperative oligopoly model dageloped by Von Stackelberg.
This model involves a dominant firm (the leader) ancompetitive fringe (the followers).
Basically, the dominant firm knows how the fringél neact to its actions and can so take
action that tailors the anticipated fringe respausikest suit the dominant firm’s profitability.

In a situation with two firms, one leader, onedaelkr, identical costs and products, the
equilibrium outcome isg. = (@a-c)/2b andgr = (a— ¢)/4b. Hence, the market output level in
equilibrium falls between the Cournot equilibriumtiput level and the perfect competitive
equilibrium one. All oligopoly equilibrium outcomese summarized in Table 1.1.
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Table 1.1 Oligopoly equilibrium outcomes

Bertrand Cournot Stackelberg Monopoly
p c (a+2c)/3 (a+3c)/4 (a+c)/2
01 (a-c)/2b (a-c)/3b (a-c)/2b (a-c)/2b
02 (a-c)/2b (a-c)/3b (a-c)4b n/a
g 0 (a-c)/9b (a-c)%8b, (a- c)*/16b (a-c)%4b

Note: outcomes are based on the following demand and cost functions: P(Q) =a - bQ, where Q = q; + g2 and C(q) = cq, i
=1,2; i denotes profit of firm i.

Monopolistic Competition

In oligopoly, the main assumption is that the madansists of just a few firms, which can
compete strategically with each other. When the remof firms increases and becomes large,
firms are not able anymore to compete strategicailly each other and take each others actions
as given. Such a market structure is called morstiotompetition. Monopolistic competition

is a cross between the two extremes of perfect etitign and monopoly. There is free entry
and exit of firms and production technologies &@se of increasing returns to scale. What |
know from the literature, monopolistic competitiand scale economies are often mentioned
together.

Products are differentiatéwbrizontallyor vertically. With horizontal product differentiation,
each consumer prefers products that have certaircteristics. These may be geographical or
product-oriented. Vertical product differentiatientails people can generally agree on a
preference ranking.

Products are imperfectly substitutable. Consumaradel for differentiated products is
sometimes described using two distinct approachesove-of-variety approach (homogeneous
demand)and thedeal variety approach (heterogeneous demanmtig first approach assumes
each consumer has a demand for multiple variefiagpooduct over time, e.g. restaurant meals.
If all consumers share the same love-of-varietyntthe aggregate market will sustain demand
for many varieties of goods simultaneously.

The second approach assumes each product corfsistelbection of different
characteristics and each consumer has differefgnereces over these characteristics. The
consumer chooses a product closest to their ide@ty subject to the price of the good.

Monopolistic competition is usually conceptualiaesing therepresentative consumer
model The utility of the representative consumer embsdne preferences of the aggregate
population of consumers and is defined over altlpots. In this case, preferences are
symmetric. In this memorandum we only consider hgameous demand and representative

consumer models.



One particular theory finds itself at the rootshe economic literature on monopolistic
competition. That is the theory by Chamberlin (9&Iward Hastings Chamberlin is
considered the “true revolutionary” (Blaug, 199736) for proving under certain assumptions
that a equilibrium exists in a market characterizganonopolistic competition and increasing
returns to scale. Essentially, these assumptiaisde (Bishop, 1967, p. 252):

number of sellers in group of firms is sufficienlfyge, such that each firm takes the behaviour
of other firms in the group as given;

group of firms is well defined and relatively smatimpared to the whole economy;

products are economically differentiated and corexsriove variety and;

free entry and exit of firms.

In short, the monopolistic elements are those énséicond and third assumption, which
basically say that products are unique and givesimarket power. Free entry and exit and the

large number of firms ensure competition.

Figure 1 Chamberlinian monopolistic competition
b
MC
L AC
DD \
dd
LR
i
XDIC

To keep the discussion as simple as possiblepuhzs#entical demand and cost conditions. A
firm faces two individual demand curves. The fadsetmand curve (dd) represents demand
assuming all other firms in the group do not reagirice changes of the firm under
consideration. The second demand curve (DD) repteskemand assuming other firms do
react and set prices identically. DD is steepen théirepresenting a lower price elasticity. Now,
firms maximize profit, taking as given dd, by sedtimarginal revenue equal to marginal cost. It
can be shown that dd is tangent to the averagecaost implying zero profit. Since all firms

are identical with respect to demand and cost ¢immdi, all firms make zero profit. Hence,
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there is no incentive for new firms to enter andificumbent firms to exit the market. This is
known as the Chamberlinian equilibrium, which igstrated in figure 1.

The purpose of this paper is to compare severakiting alternatives for imperfect
competition and scale economies and make a recodatien in the light of the problem issues
discussed in the introduction. In section 2 | revimore of the recent literature on monopolistic
and oligopolistic competition in general equilibmiuSection 3 discusses the relevant properties
of a selection of recently applied general equilibr models and confronts these models with
each other. Section 4 gives a recommendation fateltiog imperfect competition and
increasing returns to scale in WorldScan and amalytze effects of this approach through
simulations. Finally, | end with some concludingnagks.

Background

In the previous section | introduced oligopoly andnopolistic competition with a short
description of the models from Cournot and Chaniefls already said earlier, economic
literature shows among others two main researdmsadaremicroeconomic theory. First, there is
industrial organization, which includemall group modelfcusing on strategic interaction
between agents. The second mainstream in microegorbeory is monopolistic competition.
Monopolistic competition particularly works witarge group modelshence, where the
number of firms is large and strategic interact®absent.

I will briefly discuss the background of modellingpnopolistic competition and oligopoly
in general equilibrium. | do not intend to giveudl Survey of the literature. For those interested,
| refer to Brakman and Heijdra (2002) for a fulhgey of the literature on monopolistic
competition. Recently, a review of the book waslizhled in the “Journal of International
Economics” by Redding (2005). Redding is full odise about the book. His article starts with,
quote, ‘This is an important book that should kedrby all research economists ..." and
furthermore concludes with, quote, ‘This book tseanendous tribute to the ‘second
monopolistic competition revolution’ initiated blge path-breaking work of Dixit and Stiglitz
(1977)". In contrast to the rich literature on mpobstic competition in general equilibrium, the
literature on oligopoly in general equilibrium iery thin, as Neary (2002) makes clear.
According to J. Peter Neary the development otatale models of oligopoly in general
equilibrium has been held back by a number of edlgroblems. Nevertheless, Neary (2002)
accommodates these problems and sketches a Getig@bolistic Equilibrium (GOLE) model
that ensures theoretical consistency and tradtgbili

For the remainder of this section, | first pressesimple version of the Dixit-Stiglitz (DS)
(large group) model and discuss its key propertisst is the ‘workhorse model’ for most
currently applied models discussed in the nexi@ecNext, | present the GOLE (small group)

11



2.1

model of Neary (2002) and provide some discussiothe similarities and differences between
DS and GOLE.

Monopolistic Competition a la Dixit-Stiglitz

Where Chamberlin (1933) failed in constructing aardacal model for monopolistic
competition, Dixit and Stiglitz (1977) succeedetiey formulated a model which is both easily
tractable and captures the key aspects of Chamiagrlmonopolistic competition. The main
contributions of this seminal article by Dixit aBtiglitz are threefold. First, the definition of a
sector or group of firms is simplified. In partiau| all varieties are symmetric and aggregated
into a composite good using a constant-elastiditgubstitution (CES) function. In their paper
DS also consider a variable elasticity case. Howdfie constant elasticity case has become
known aghe DS model. Second, the utility function is sepagadohd homothetic with convex
indifference curves and all commodities have urgbime elasticities. Separability allows the
use of awo-stage budgeting approacivhere income is allocated to composite goodheén t
first stage and reallocated to product varietiehénsecond stage. Usually, in the first stage a
Cobb-Douglas specification is applied and in thepsd stage a CES-utility functidrThird,
technology features internal economies of scalefiamd are identical.

The DS model provides an important tool, and isrgke formulation for the analysis of a
variety of problems, from international trade t@eemic geography and from macroeconomics
to economic growth. The book of Brakman and Heij@@02) contains a survey of every of
these fields of research. In the internationaleritgrature, the DS model lead to a very
productive line of research, often referred tohesew trade theorynitiated by Krugman
(1979, 1980). Moreover, Ethier (1982) explainedl#rge volume of two-way trade in producer
goods by using the DS framework. The DS model W& applied for modelling multinational
firms and firm heterogeneity.

Perhaps, the DS model has influenced the developofi@eonomic geography even
greater. Krugman (1991) combined the DS model wihberg transportation cos{(see
Samuelson, 1954) and developed the so-catked-periphery modehlso known as the
Krugman model, which explains the determinantdeflocation of economic activity.
Research by Krugman and Venables (1995) and Venéb®96) also introduced vertical
linkages between firms. The DS framework was atsduto shed light on the development and
relationship between cities. For a full surveytud titerature see e.g. Brakman, Garretsen and
Van Marrewijk (2001), Fujita and Thisse (2002) &aldwin et al. (2003).

Where the first model of monopolistic competition®@hamberlin failed to impact
macroeconomic literature (amongst other causef)diKeynesian revolution, it was just this

% For a detailed discussion of separability of preferences and the two stage budgeting approach, see Deaton and Muellbauer
(1980), Chapter 5.

12
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strand of literature that accepted and used th&&Bework to provide microfoundations for
the ideas of Keynesian macroeconomics. Many otleroeconomic models were developed
with monopolistically competitive price or wagets®g. A survey can be found in Chapter 17
of Brakman and Heijdra (2002).

Economic growth is closely related to internatiomatie. Romer (1990) showed how a DS
model of intermediate inputs combined with endogesniavestments in research and
development (R&D) to develop new varieties of irgpuiould lead to long run growth by
increasing specialization. Basically, the DS maoga$ the essential building block for the new
generation of growth models of Romer (1990) aneisthThe literature analyzes a large
number of issues, including the determinants of R&d3ed economic growth, the role of
public policies and scale effects. In additionyéhexists some literature, that views growth as a
process of creative destruction related to theslimktween market structure, innovation and the
internal organization of the firm, see Redding &0®8. 535). For a survey of the literature, see
Chapter 14 of Brakman and Heijdra (2002).

All'in all, we can conclude, that the monopolistampetitive framework by Dixit and
Stiglitz has had a profound impact - much more th@model of Chamberlin - on the literature
in the fields of international trade, economic gaminy, macroeconomics and economic
growth. Next follows a simple version of the DS rabd

The basic model

Demand side

There are two industries in the economy. One, s&ctproduces a homogeneous good under
constant returns to scale and perfect competifibe. other, sector 1, consists of a large number
of monopolistically competitive firms, which prodecnder scale economies at firm level. The
utility function of the representative householdjiigen as,

u=xdy”, 00,1, ()

whereu is utility, X is consumption of the homogeneous good in sectpisithe consumption
of the composite of varieties in sector 1 #&nd the Cobb-Douglas share parameter. The
composite good is a bundle of imperfect substitudesonvenient formulation foy takes the
CES form,

n 5/(5—1)
y= {Z )q(e—l)/s} , e>1, ©))
i=1

wheren is the number of varieties, is the consumption of varietyande is the elasticity of

substitution. The interpretation ofs, that as it increases, products become more

13



‘substitutable’. Another interpretation can be givewe definey as the marginal love-of-
variety which can be shown to be equal te14). Hence, when varieties become less
substitutable, consumers prefer more variefiésgreases, which seems logttal

The consumer faces the following budget constraint,

n
Po¥Xo*+ Y BiX =1 (4)
i=1

wherepy is the price for the homogeneous good in sectord); is the price of varietyin
sector 1, andl is the consumer’s income. The consumer maximi2egiven (3) and (4) and

pricespo andp;. Following the two stage budgeting approach, wiaiab

- g
0=
n 1/(1-¢)
y:(l—,e)'—.wherepy:{z p%‘f} . ®)
Py o
m =(1—ﬁ)'—[ﬂJ 0.
Py Py

The result is that household income is spent limétr the share parameter as usual with the
Cobb-Douglas utility function. Herg, is the composite price of a bundle of all variethosen
in a utility maximizing fashion. The last equati@presents the individual firm’s perceived
demand curve (“dd-curve”). The industry demand eyffDD-curve”) is derived when we
assume symmetry for firms. Hence, prices and copiomlevels are equal for al(p = p; 0i).
The industry demand curve becomes (6). The dd-dareere elastic than the DD-curve, since
Ew=¢>1=Ep.

X = (1—,3)n'—p. (6)

Supply side
Assume the only production factor is labour, which isquly mobile. Sector O features

constant returns to scale and perfect competition. Hence teglgranid price are given by:

4 Bénassy (1996) stresses that love-of-variety and ease of substitution are two different phenomena. However, in the basic
DS model, these cannot be distinguished. Therefore, in the basic DS model we refer to y as the love-of-variety.
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Xg = aglgandpy = —, (7)
0 0 2%

whereL, is the amount of labour used in sectoafs the labour productivity and is the
wage rate in the economy. From (7) we see that marginal and aeesigeicing both lead to
zero profit.

Sector 1 features increasing returns to scale at firm level andpulistic competition. The
economies of scale are modelled in a natural way by imposingadet-up cost for the
production process. The interpretation is that firms mugi@y a minimum amount of labour,
so-calledoverhead labourbefore they can produce output at all. Firms maximizetmokject
to the downward sloping individual perceived demand curg® e assume no barriers exist
for firms to enter and exit the market. As a result, athdiearn zero profit and thus choose
prices equal to average cost. Because firms have to financexbdicost, prices are equal to

marginal costs plus a mark-up. Technology and price in see@ diven by:

% =a,-(Li - f) if L > f, Ootherwise,
8)

wheref is the fixed cost anal/g(e—1) is the markup over marginal cost. In the optimization,
price and income effects are ignored. The income effect is alsmkaw the Ford effect, see
Ford (1922). Here, ignoring these effects is allowed, becaesssume a sufficiently large
number of firms in the monopolistically competitive secthen we allow for small groups of
firms, price and income effects cannot be ignored. Yang andrel€fj893) adjust for price
effects, but neglect income effects. d’Aspremont et al. (18863ribe a model without
neglecting any indirect effects. Section 2.1.2 goes deepeahimtanalysis of these indirect

effects.

Market equilibrium
The model is fully symmetric. All active firms produce thensaoutput, pay the same wage,

use the same amount of labour and earn the same profit. rieengé can drop the subscript
Before we solve the model, we have to make assumptions alkdabbur market. In
particular, since profits are zero in equilibrium, househwdme is equal to income earned
from (fixed) labour, saywL®. Furthermore, we assume that the labour market clears in
equilibrium.

By substituting the markup pricing rule into the préiibction and using the assumption of

free entry and exit of firms, implying zero profit, thetmut level per active firm is equal to
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x = af (e -1). 9)

Obviously, the optimal output level depends only on thedicost (expressed in units of
output), labour productivity and the demand elasticitymBiming (7) and the fact that

household income is equal to labour income yields the oirtméictor O:

X0 = 8. (10)

From (10) and the market clearing condition on the laboukehéris clear, that output for both
sectors is a constant fraction of the amount of labourlgupp
Combining (8), (9), (10) and the market clearing conditiorthe labour market yields a

system of equations, from which we can solve the equilibriumber of producing firms:

n :M_ (11)
fe

The equilibrium number of firms depends positively aaldbour supply in the
monopolistically competitive sector and negatively on the fo@st and the demand elasticity
as expected.

The output of the composite good in sector 1 is eqdal to

y= /lngl(E_l), (12)

whereA = a(e- 1)k (fe)” ¥¢ PandL, = (1- LS Equation (12) shows increasing returns to
labour, becausg(e— 1) is larger than one.

Welfare

The previous section considered the market equilibrium. Ma#would like to know whether
the model outcome is Pareto efficient and can be decentralizeatticufar, does the
Chamberlinian equilibrium provide too much or too littariety?

el(e-1)
®y=nleDy=ar(e _1{ L- ﬂ)LSJ _ 57-1(]:5)—1/(:—1){(1_ ﬁ)Ls}E/(E—l) = D),

fe ag
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In the welfare optimum the central planner allocates goodstindeators and chooses the
number of active firms in the monopolistically competitive secuch that the household’s

utility is maximal. The general equilibrium model can betten as

-y
max u = %"y 7, subjectto LS=X04+ Y ¢ (13)
{x0.y.n} ag a

Let the superscript ‘' denote the social optimal values of/éine@bles. Solving the model

yields the following internal solutién

% = 3A>

1-(1-£)/(t-B)’
§=f¢llelg = elle-Uag (e - 1), (14)
Ao (=B I(e-1)

{-Q-e)l-pht

Comparing (14) to (10)-(12) shows that individuaifoutput in the monopolistically
competitive sector is equal in both cases. It apgpieat aggregate output levels for both sectors
are different in the market equilibrium and theiaboptimum. In sector 0, too much output is
produced and this is not socially optimal. In sedtathe opposite is the case. Hence, the
Chamberlinian equilibrium provides too few varisties compared to the welfare optimum.

The solution of the general equilibrium model ma&iesir, that for decentralization, hence
marginal cost pricing, we need to impose an adreatatax. Assume that each active firm
receives an ad-valorem product subsidy (to cowefided set-up cost). The markup rule in (8)

now becomes:

E W

Since the social optimum requires marginal costipgi (p = w/a), instead of average cost
pricing, it follows from (15), that the socially tymal product subsidyrz, is equal to the mark-
up, &/(e— 1). Note that this social optimum is a first-béstentralizable solution of our simple

version of the DS model.

5A boundary solution can be found when imposing a lower bound on the number of firms. In that case the business stealing
effect - output per firm decreases when the number of firms increases - is stronger than the preference-for-diversity effect,
see Mankiw and Whinston (1986, p. 49).
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In short, the key properties of the DS model casuramarized as follows. Firms have market
power, because goods are imperfect substitutamskaxploit this market power by setting
price above marginal cost and cover their fixed.cbisis is not socially optimal, because that
would require marginal cost pricing. To solve thisblem, an ad-valorem tax is introduced,
which is used for funding the set-up cost. Coneigdihe DS model offers a tractable
framework to model imperfect competition and ecoisnof scale and captures the key
insights of Chamberlin. Through the last three desathe DS model can be seen as the

foundation of more extended models in several dieldresearch.

Extensions

Market power and love-of-variety: two distinct phen omena

It has been argued by Bénassy (1996) and BroeHaijdra (2001) that love-of-variety by
households is conceptually different from markeweoby individual firms. This was first
acknowledged by Dixit and Stiglitz in their workipgper orthe DS model in February 1975.
The discussion there entails utility could alsedily be a function of the range of varieties
actually produced as a public good, besides thewrnad amounts. Following Dixit and Stiglitz
(1975), a convenient but not necessarily moreiotis& function for the composite good in

sector 1 is the one in (16),

n el(e-1)
y= nH—s/(a—l){Z Xi(s—l)/é:} , (16)
i=1

wheree/(e-1) captures the market power of firms in the maniisic competitive sector ané
captures the love-of-variety. &is equal to unity, then consumers are indiffetentariety. At
the same time, firms do possess market powey(a&asl) > 1 (since > 1 by assumption).
Obviously, in the basic model in section 2.18Bquals:/(¢— 1) and the two effects cannot be
distinguished.

The two-stage budgeting approach still holds aedatialysis is almost unchanged. The
interior equilibrium (denoted by a superscript ‘) the monopolistic competitive sector is

then:

_n) S
pf=—— Xe:af(g—]_), ne:%, ye:/]'ng, (17)
£
whereX = af"” 46-1)% Y6 %andL, = (1- ALS. From (17) we notice thaf, x° andn® are the
same as in (8), (9) and (11). Howewgérhas changed. Comparing, the composite output7in (1
to (12), we find thaBregulates whether there are increasiflg () or constantq= 1) returns
to labour at an aggregated level. Note that, at Favel, we still have increasing returns to
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scale. In addition, wheflequals one there are constant returns to scalstibute have
monopolistic competitioh

The first-best social optimum also changes in ttiereled model compared to the basic
model. The solution is in fact the same as in (&4¢ept that the control parameter is not the
demand elasticity;, but the love-of-variety parametéf. Therefore, the same discussion as for
the comparison of market equilibrium to the soojtimum holds here. Indeed, the comparison
of the social optima in the basic and extended maeleends crucially on the values frthe
love-of-variety-parameter and(c— 1), the mark-up.

The first-best sociapconstrainefloptimum can still be decentralized by imposing a
product subsidy equal #(e— 1), as in the basic model. However, here we amtitly need a
lump-sum tax to adjust firm size and the numbdirofs to their socially optimal values. If this
lump-sum tax instrument is not available in a gigentext, then one could revert to a second-
best socialdonstrained optimum by finding an optimal trade-off betwe@moving the
monopoly distortion and producing an optimal amafntarieties. The optimal product
subsidy is then equal - 1.

In the standard DS moded= ¢/(s— 1) holds and a product subsidy equad/te- 1) is
imposed, the social welfare optimum is decentralzan general, however, preference-for-
diversity and degree of market power are diffecemtcepts and hence take on different values:
6+ ¢l(e— 1). Thus, the social welfare optimum is not decditable, unless a lump-sum tax is
introduced as an additional instrument to adjustatput in the monopolistic sector to its
socially optimal value. Hence, for decentralizatiom need two instruments. This is also known
as theTinbergen rulesee Tinbergen (1952).

Include indirect effects

In large group models (the number of firmsijs sufficiently large), such as the basic DS nhode
in section 2.1.1 it is convenient and allowed tgleet terms of the orderriin the computed
elasticities. However, whamis not sufficiently large, indirect effects suchmice index

effects and income effects cannot be ignored.dditarature two adjustments have been
explored. First, there is the approach of Yangldaeijdra (1993), who take into account the
price index effect, but keeping income fixed. Hertbés approach is still an approximation
since it adjusts partially for indirect effects.c8ed, there is the approach of d’Aspremont et al.
(1996), who also take into account the income &ffeand is therefore preferable to the
approximation approach of Yang and Heijdra. | she#fly elaborate on both methods.

" The marginal preference for variety is equal to the elasticity of the average preference-for-diversity, which can be
computed by comparing the value of composite consumption, y, obtained if n varieties and x/n units per variety are chosen
with the value of y if x units of a single variety are chosen (n = 1), see Bénassy (1996). The marginal love-of-variety is 1/(¢-1)
in the basic DS model, where itis &1, in the extended model. Hence, when 6= ¢/(¢-1), the extended model collapses to the
basic model.

8 Note that, this does not mean that € can directly be replaced by 6 in (14). However, ¢ should be replaced by 6/(6-1).
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In the DS model, the first-order condition for ptehaximization is given by equating marginal
revenue and marginal cost, which yields:

p{l—iJzﬂ, with & = - 8/X (18)
i) & dp/p

In the standard DS model in section 2.1.1, thetielasof demandg, is calculated considering
only the direct effect on demand of a change iogymeglecting the indirect effects through
andpy. Thus using the third equation in (5), the eléstiof demand equals ttietrasector
elasticity of substitution:

.siDS =€. (29)

Where DS only use the third equation in (5), Yand HEeijdra also use the first two equations
and take into account the effectgpbnp,. After some algebra, the elasticity of demand is
obtained as in (20).

1-¢
P =£+(1—£)(ﬂ] ~e+(l-) = (20)
Py n*

For a general overall utility function, the ela#tiof demand according to Yang and Heijdra is
a weighted average of the intra- and intersectdeaticity of substitution. However, here we
have chosen for a Cobb-Douglas specification, imglyhe intersectoral elasticity of
substitution equals one. Therefore, (20) is soméwinaplified. In case of symmetrys”can be
replaced by ‘=". Obviously, when* is large, i.e. approaches infinity, the elasti@f demand is
again equal to the intrasectoral elasticity of sitdtfon. The disadvantage of this approach is
that incomd is kept fixed independently gf. Yang and Heijdra take into account indirect
effects within a sector. However, they ignore ecopavide indirect effects.

A morecompleteapproach, which also takes into account Ford tfféx the one developed
by d’Aspremont et al. The recognition that inconepehnds on firm’s prices naturally follows
from splitting income into labour endowment in terof wage and distributed profits. Since
profits depend on prices, also income dependsioagprCombining, (5) and the fact that
income depends on firm's prices, yields the follogvimplicit elasticity of demand for a
symmetrical equilibrium:

e = s+ (l-g)t J-er)i-p) 1 (1)

n*  e*-1+f n*
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The first term coincides witg®S, Including the second term leadsg8'. When income effects
are also taken into account, the elasticity of dedrtaecomes (21). (21) is an implicit solution,
which can be rewritten as a quadratic equatiomftich a unique solution existsSinces > 1
in the DS model, we have the following relationmr> 1: & < &Y" < &PS |t appears that
taking into account the indirect effects of a pritenge leads to a gradual decrease in the
elasticity of demand and hence an increase in napgower. From (11) we know that the
optimal number of varieties is inversely relatedhe elasticity of demand. Hence, wheis
small and the DS approximation is used, the equilib number of activities is underestimated.
Concluding, in a large group model it is convententise the DS approximation. However,
in a small group model one should adjust for inttiedfects by using the YH approximation or
preferably the objective approach by d’Aspremordlet

Variable elasticity of substitution

So far we have assumed a constant intrasectosticitha of substitution for the monopolistic
competitive sector. In this section the implicataf relaxing this assumption are discussed.
We still keep the Cobb-Douglas overall utility faion, but the CES function for the
monopolistic competitive sector is replaced withom-homothetic, but still separable utility
function:

n

u=xf {ZV(& )}” , (22)

i=1

wherev is increasing and concave. This example originmten Dixit and Stiglitz (1975,
section 4.5). Because the derivations and algelereather involved and opaque, we omit them
and focus on the results. For the interested rdaméer to the Dixit and Stiglitz (1975) and
Spence (1974).

The market equilibrium based on (22) is almostigahas for the basic model, except that
in (6)-(12) B ande are now functions of the equilibrium firm outpavél, x., instead of
constants. In a welfare optimum price and outpetinet be the same as in the market
equilibrium. It all depends on the sign@{x), wherep(x) = xv'(x)/v(x). Dixit and Stiglitz give
the following intuition behind this result:

“With our large group assumptions, the revenueatefirm is proportional to xv’'(x). However, the
contribution of output to group utility is v(x). &matio of the two ig(x). Therefore, iff(x) > 0, then at

the margin each firm finds it more profitable tqpard than what would be socially desirable.”

® The quadratic equation is: nx g+2 {n* (l—ﬂ)+(n* —l)£+ﬂ}£* +(n* _1)(1_ﬂ)£ =0- This can be rewritten as ag*2 +bg*+c =0,
which is a parabola. From mathematics we know that this equation has a solution for &.
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In short, the market equilibrium produces largepants but a smaller number of varieties, than
in the social welfare optimum. Further, we can dade that the implications are not as
unambiguous as in the basic DS model.

Asymmetry

In the basic DS model we have assumed symmetrynitte monopolistic competitive sector.
An important modification may be to remove thistasption. This modification is also treated
in the DS working paper from 1975. More generatgy ask the questioh:. will the right set

of commaodities be produced in the monopolisticadiynpetitive equilibrium? And if not, can we
say anything about the nature of the biase3Hey argue that the produced set of commodities
and thus also the possible bias depends on a nwhfstors: fixed and marginal cost, own

and cross-elasticities of demand and the leveh@fdemand schedule. As in the previous
paragraph on variable elasticities, here, | agaiit any formulae and just present the
implications of relaxing the assumption of symmetry

The basic principle for the existence of biasesvbet the monopolistic competitive optimal
output and social optimal output is the trade-effieen the ability to earn enough revenue to
cover fixed costs and the desirability to take imtgount the consumer surplus.

DS show that while low own elasticity commoditiess/h the potential of earning relatively
large revenues over marginal costs, they may nabbeto do so if there is a high cross-
elasticity with a high own elasticity commodity. &vwhen cross-elasticities are zero, a wrong
set of commodities can be produced, see figuresl Ba

Figure 2 Different elasticities of demand Figu re3 Different cost functions

price price
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\l e ACCAY
\ \ \ MC(A)
| MEIA) DD ACE)

: MCE)

output cutput

Figure 2 illustrates that high own elasticity conthitp A is produced in the Chamberlinian
equilibrium, where it is socially desirable to puoeé low own elasticity commaodity B, since it
is marginal. Figure 3 presents a similar analysighe same demand curve, however, for
different cost functions. Commodity A has a lowigefl cost, but a higher marginal cost than

commodity B. Again, commodity A is produced wheré&Bocially desirable, because there is
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2.2

a much larger consumer surplus. For both casesawsay that welfare would increase if for
example the government were to restrict produatiof, so B would be viable. Nevertheless, it
has to be said that the analysis of applicationis asymmetry do depend on functional forms
of the demand and cost schedules.

This section has provided a toolbox of possibleesibns of the basic DS model. In particular,

we have considered:

market power and preference-for-diversity as tvatict concepts;

including indirect, price index and income, effeatsa price change on output level;

making the elasticity of substitution variable &l of constant and;

the effects of dropping the assumption of symmeitkiin the monopolistic competitive sector.

Next, we turn to the general oligopolistic compe¢itmodel by Neary.

Oligopolistic Competition a la Neary

In large group models, such as the DS model, @amckincome effects can be neglected in the
computation of elasticities. However, in small gganodels, such as oligopolistic competitive
models, these effects must be accounted for. litiadgdfirms are likely to interact
strategically. In the literature of industrial orgation, these problems have been discussed
extensively for partial equilibrium. However, thassues are a lot tougher to treat in general
equilibrium. The first reason is that, if firms daege in their own market, and if that market
constitutes a significant segment of the econohmn the firms have a direct influence on
economy-wide variables. The second reason isldrge firms influence the cost of living, and
rational shareholders should take this into accounhoosing the profit-maximizing level of
output or price. Many authors interpret this asliimg that predictions of general oligopolistic
equilibrium models are sensitive to the choiceheftumeraire. Last, firms in general
oligopolistic equilibrium commonly have such badyaeed reaction functions, that models
cannot be solved. These problems have held badeteopment of tractable general
oligopolistic equilibrium models.

In the literature several attempts were alreadyenadace up with the problems at hand,
but none of them were successful. Neary (2002)esr¢huat all these problems can be solved in
a simple matter: firms atdarge in their industry, but relativelgmallrelative to the whole
economy. This comes down to assuming a sufficidatlye number of sectors. Consequently,
firms do not influence economy-wide variables. Mxwer, profit maximization leads to the
same real allocation and without Ford effects ieadunctions will likely be better behaved. In
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his model Neary tries to integrate the industriglamization theory with the theory of general
equilibrium models.

In the remainder of this section, | discuss a sinwarsion of the GOLE model by Neary
(2002) to provide some contrast to the dominataémfce of the monopolistic competitive
model by Dixit and Stiglitz.

The model

Demand side

The key element in Neary’'s GOLE model is to assamafficiently large number of sectors, in
which a few firms own the lion’s share of the inadtysTo keep the analysis as simple as
possible, we start by assuming an additively sdpeanatility function of a continuum of goods
for the representative consumer. Neary (2002) ggadratic preferences that imply linear
perceived demand curn/8sThe utility maximization problem under the budgenstraint is
equivalent to (23). In addition, the inverse demamettions and the marginal utility of income
are shown in (24). In (24), is the mean of the prices aagf is the uncentered variance of the
prices.

max E[rx 1 sxi) ]m, st. Ep(i)x(i)disl (A). (23)

)=4l -] ana A(p0)1)= "2 @

The key feature of the model is that the margimiéityiof income in each sector is taken given
by firms, and hence the perceived demand curviaesal in (7), but is endogenous in general
equilibrium. Combined with the assumption of a @amim of sectors, this allows for a
tractable and consistent approach for modellingoglolistic competition in general
equilibrium.

Supply side

Consider the same technology as used in the hornagegood sector for the DS model, see
(7), i.e. labour is the only production factor. Gumed with Cournot competition and an
exogenous given number of firmg,the first order condition for an individual firim industryi

is:

1% Neary (2002) also considers examples of Cobb-Douglas and Dixit-Stiglitz preferences. However, Neary shows that these
specifications do not provide convenient solutions and yield unattractive implications in oligopoly. In particular, Cobb-
Douglas demand functions are extremely restrictive and are inconsistent with profit maximization by a monopolist. Further,
DS demand functions do not allow that output are often strategic complements in Cournot competition, and reaction
functions may be non-monotonic.
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p(i)=awﬁ = (25)

Equilibrium

Solving the system yields equilibrium output ant@s in (26).

i) = r-Aw/a(i) and (i)= r— Anw/a(i) (26)

sin+1i P /ﬂn+1i

A standard property of additive preferences is tlemhands are homogeneous of degree zero in
prices, hencey, and the inverse of marginal utility of incomg . Besides, the absolute values
of these nominal variables are indeterminate ambadhterest in real models. The homogeneity
of degree zero ensures that scaling has no effettteobehaviour of the model. Hence, the
numeraire problem is hereby solved. It is converierthoose utility as numeraire implying a
unit marginal utility of income, i.el = 1.

To solve the model completely, we can combine (@) the labour market clearing
condition:L® = /it nx(i)/a(i)di, whereL® is the labour supply, and get:

wziz(r,ua—n—ﬂsLSj, (27)
lopy n

whereys, andg, denote the first two moments of the Ricardian nedbgy distribution, i.e, =
A'a@)” i andgy? = 4'a(i)” %di.

Welfare
Neary (2002) examines three issues within a welfargext. Firstly, he examines what the
effect of more competition is on the functionaltdizution of income. It appears that when
competition becomes more active in the sense lieattimber of firms increases, the share of
wages in national income also increases. Secohdlfinds a positive effect of competition
policy on overall welfare, provided,? > 1,>. Consequently, whea? = 1%, hence all industries
have the same technology, overall welfare doesheotase. Last, Neary shows that aggregate
welfare and the share of wages need not move tegeth

In addition to the welfare analysis for oligopdtistompetition, Neary (2003) compares the
effects with those achieved in monopolistic commti In particular, he shows that
competition policy boosts welfare, provided theiaace of the technology distribution is
positive.
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2.3

Discussion

We have seen that the DS specification is extremnattable and it lends itself easily to general
equilibrium applications through its homothetigisoperties. In addition, it allows
consideration of the implications of increasingiras to scale and product differentiation in
general equilibrium. However, these clean functidoams for consumer and producer
behaviour can be seen as restrictive and imposgaespecial assumptions. Here, | would like
to point out some of the critiques from Neary (20@ DS model has received over the years.

Krugman (1979) showed that product diversity aloae cause gains from trade. In
particular, when two countries have identical tedbgies, and open their borders, the number
of varieties increases, implying consumers areebeff. Neary admits variety is important for
consumers, but questions to what extent. As we kaea, it is possible to divide market power
and preference-for-diversity as two independenampaters in the DS model. Neverthelégs,
clearly fails to capture one of the concerns ofi-gibalisation protesters: that liberalising
trade may reduce rather than increase variet®$ argued by Neary.

Another disadvantage of using the CES utility fimttis that output is given for each firm
if the elasticity of substitution is given. Hent&de policy has no influence on firm output.
However, all changes in industry size are taken o&by the number of firms. This problem
can be solved by using a variable elasticity wtflitnction as discussed in section 2.1.2.
However, using this function has a drawback in thaiose some of the tractability. Lawrence
and Spiller (1983) and Flam and Helpman (1987 xrtHa assumption of a homothetic
production function, which leads to changes in lojuiim firm size.

From an industrial organization point of view,stdurious where entering firms come from
and exiting firms go to in monopolistic competitim®dels at all. They imply an unlimited
supply of atomistic firms, which prove empiricatiglatively implausible for most industries.

Finally, the most important critique from the fie#lindustrial organization is that firms
operate myopic and do not strategically intera¢hwach other. The assumption of myopic
behaviour can be treated by extending the basimb&el in including indirect effects through
the discussed approaches by Yang and Heijdra (1888)’'Aspremont et al. (1996).
Nevertheless, when the number of firms in a séstemall, hence market power is
concentrated with a few firms, it is likely thatrfis behave strategically.

Neary's concerns with the DS model are mostly attar&zed by restrictive assumptions
and no strategic interaction. He argues what islegés a general oligopolistic equilibrium
model, i.e. the model in section 2.2. Actually, Hasic idea behind Neary’'s GOLE model is the
same as the DS model. Both models view firms adl émizne whole economy, but possess
monopoly power in their own market. The approaciiNkgry is, as he puts it himsélf,. owes
a great deal to that of Dixit and Stiglitz (197@hd in particular to the clarification of its
theoretical underpinnings provided by d’Asprem@us Santos Ferreira, and Gérard-Varet
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(1996).” Indeed, the difference between the models istteaDS model describedarge
group of firms combined with product differentiation aNe:ary’s model describes a large
group ofsmall sectorg&ombined with strategic interaction.

Obviously, there is no right or wrong model. Theick for a model should depend on the
application one is concerned with. For our purppsegarticular identifying and describing
scale economies, we do not need to model strait@gi@ction between firms. Therefore, we
can suffice with a tractable and easy to use lgrgap approach like the DS model.

Currently applied models

In section 2, | discussed the two main strandbenimperfect competition literature when it
comes to general equilibrium modelling. In partioul presented the classical framework of
monopolistic competition in general equilibrium Bixit and Stiglitz and the innovative

general oligopolistic equilibrium model by Neanalteady concluded, that for our objectives it
is sufficient to follow a tractable approach likeet(large group) DS model. In this section, |
would like to highlight the aspects of imperfechymetition and scale economies in some recent
applied general equilibrium models. | focus on @gion models, since WorldScan is a

global model. In total there are six models, wHidfscuss in no particular order.

GTAP model

GTAP stands for Global Trade Analysis Project and global network of researchers and
policy makers conducting quantitative analysisndéiinational policy issues. The standard
GTAP model is a multiregion, multisector, compugagéneral equilibrium model, with perfect
competition and constant returns to scale. Begltestandard model, several extensions of the
model have been produced. One of them, is thesimoiwf scale economies and imperfect
competition in the GTAP model. The discussion folibws, is based on a GTAP working
paper by Francois and Roland-Holst (FRH) (1996).

FRH focus on market power, where a class of hetregus goods are differentiated by
country of origin. This is the Armington assumptisee Armington (1969). Further, they
consider firm-level product differentiation.

In Armington models, we assume that demand froferdint goods is aggregated into a

composite good using a CES specification:
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R
Yir ={Zajir Xfrj } , (28)
i=1

where all variables have the usual interpretat®mahe DS model arjddenotes the produgt,
the index for region of origin, amndis the index for the region where the producbisstimed.
The Armington specification has almost the sam@eriies as the DS specification
Therefore we can apply the two-stage-budgetingaamr to derive the demand function and
hence the elasticity of demand. To save spacetl tbeniderivation and just present the result:

R (g4 o 0 1-0; -1
ik ik
Ejir =0 +(1—aj E (_aj- FJ [—’ r] : (29)

i\ dijir Pjir

whereq = 1/ (1) is the elasticity of substitution and the lastrteneasures market share.
This last term also shows that price index effactstaken into account.

Now, we can introduce imperfect competition inte gystem. One way is to assume that
firms do not price discriminate, but operate inrgke market. This means that firms charge a
single mark-up. The elasticity of demand in (29) tzen be aggregated over regions taking

into account regional market shares:

R inr[R Qjkr 7 Pikr O *
Ejj =0 +(1—Jj )Z ” LZ[“ ] [ ] . (30)

r=1 i | k=1\ “iir pjir

The pricing rule that FRH apply is based on thgextnral variations approatfand is given

by (31). Conjectural variations mean that firmsénaxpectations about other firms reactions to
a change in their own behaviour. In a mathemasieake, a firm’s conjecture is the derivative
of aggregate firm output with respect to a singi®'s output.

o 1
pji :Cji [1‘—“} , (31)

wherep; is price,g; is marginal cost); is the conjecture of firmwith respect to the change in
industry output of firm’'s change in output andis the number of firms. Actually, (31) is the

oligopoly pricing rule. In case of monopoly or m@adistic competition, we hav@; /n = 1.

1 The only differences are that with the DS model, the number of firms is endogenous and ajr = 1, while in Armington
models the number of regions and thus the number of varieties is fixed and aj is in general not equal to one.
2 Eor the unfamiliar reader, see Figuieres et al. (2004) for a exhaustive discussion of the conjectural variations approach.
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Next, we turn to firm-level product differentiatiohhe specification for the composite good is
given by (28), wher& in the summation should be replacedbgince we now index, over
firmsinstead of over regions. The specification resesibkery much the DS specification.
However, the FRH specification still provides at@digeographic anchor for production. The
rest is analogous to the case of the Armington sotiee elasticity of demand is given by (30),
wherek sums tan instead oR andi denotes firm instead of region of origin Note, that this
specification is identical to (22), the DS elasyiaf demand combined with the YH
approximation, when we assume full symmetry. Initgald free entry and exit of firms is
assumed, in contrast to the Armington specification

FRH also consider a case where the elasticity ofathel is somewhat simplified, through
variety-scaling by imposing identical cost functions within aimg This means that regional
firms produce the same quantity and charge the gaicee The composite good is then defined
by (32),

_ P
Yir —{znjiajir inr’} , (32)
i=1

wherex;; is the identical consumption in regiowf each variety produced in regiorThe main
difference with before is that the CES weightsraye endogenous instead of the summation.
The elasticity of demand then changes to (33)dtiteon, FRH show that this system of
equations can easily be combined with a homotldeticeasing average cost function.

R Xijir { R a ikr 71 Pjkr ] h
&ji =0 +(1—Uj)z iji LGjk(a}jir ] ( J__ J : (33)

Technology in the GTAP model follows a productitree’. At the bottom of the inverted tree
are the individual inputs demanded by the firm. Séheonsist of primary production factors on
the one hand and intermediate inputs produced darakg and abroad on the other. Imported
inputs follow a nested CES specification. All pripand intermediate inputs are again nested
in a Leontief (perfect complementarity) specifioati

FRH illustrate the workings of the model with amgeggation of version 3 of the GTAP
database. As a measure for market power FRH apgidycalled cost-disadvantage-ratio (CDR),
which is equivalent to fixed costs divided by tatakts. CDR estimates are representative for
typical reported CDR values, as presented in eatdh (1988). Furthermore, they assume that
conjectural variation§;; / n take values 0.2 and 0.5, equivalent with respebtis and 2 firms
in Cournot competition. The mark-ups are derivedrfta 1992 benchmark dataset.
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3.2

Concluding, FRH present a menu of relatively stashdpecifications of imperfect competition
and scale economies. They consider two ways dérdiftiating products: by origin and by
variety. The first is primarily based on the Armioig assumption and a fixed number of firms.
The second is a combination of a standard CESfgpmn for product differentiation with an
endogenous number of firms and a partial geographiechor. In either case, price index
effects are accounted for. Besides, they also dersil some practical simplifications in the
form of operations in a single market and varietgliang.

MIRAGE

MIRAGE stands for Modelling International Relatituss in Applied General Equilibrium and
is a multi-region, multi-sector computable genemlilibrium model, devoted to trade policy
analysis, as is the GTAP model. It incorporateseirfgct competition, product differentiation
by variety and by quality, and foreign direct intveent, in a sequential dynamic set-up where
installed capital is assumed to be immobile. Theesading description of the imperfect
competitive properties of the model come from Betial. (2002).

MIRAGE describes imperfect competition in an oligbgtic framework a la Cournot. It
accounts for horizontal product differentiatiorkiéd to varieties, but also to geographical
origin (nested Armington - Dixit-Stiglitz utilitynction). Since Harris (1984) imperfect
competition and horizontal product differentiatim® commonly incorporated, notably based
on the formalisations proposed by Smith and Versafil®88), and by Harrison, Rutherford and
Tarr (1997). In fact, imperfect competition, sca®nomies and product differentiation are
reasonably similarly modelled as in the GTAP modék primary difference is that GTAP has
been heavily engaged in data work to make theseslmedsier accessible.

At the demand side of MIRAGE consumption is modklteeach region through a
representative agent. Utility is modelled as aew#irmington - Dixit-Stiglitz function as the
one used in Harrison, Rutherford and Tarr (189 particular, domestic demand is modelled
using the DS specification, import demand is madkilsing a traditional Armington
specification and both demands are aggregatecCwbh-Douglas utility function. However,
this specification does not allow for vertical éiféntiation nor for specialisation in quality. The
utility function could be extended by adding a liert CES nesting level distinguishing between
quality ranges. The elasticity of demand of firmsegionr selling region” is equal to the
inverse of (34),

13 Harris (1984) describes consumer demand by a blend of Armington-type and Dixit-Stiglitz preferences. Overall utility is
Cobb-Douglas and is indexed over perfect and imperfect competitive sectors. Perfect competitive sectors are described by a
Armington-type function and imperfect competitive sectors by a DS specification. Harris’ specification introduces a certain
asymmetry in consumer preferences. Perfect competitive commodities have different preference weights in the composite
quantity index, while imperfect competitive commodities do not.

14 This is where FRH en MIRAGE do differ. While MIRAGE use a nested Armington — DS function for utility, FRH use a non-
nested version.
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where@, is the market share of firms from regioin countryr’, 8" is the market share of
imports in region, dpp, dom andayy are trade elasticities of substitution between eftin
and imported goods.

At the supply side of the model, technology cambeonstant and increasing returns to
scale and follows almost the same production tsda the GTAP model. The only difference is
that intermediate consumption here does not disisigbetween domestic and imported goods.
As usual, scale economies are modelled by a firstlimplying a decreasing average cost
curve. Firms behave as oligopolists and compete@ournot-Nash way. In principle, the
pricing rule in (31) also applies here. Furthermasein the GTAP model, firms rule out the
Ford effect. However, they do take into accounirtirarket power, that is the influence they
may exert on the sectoral composite price indekirBat al. (2002) advocate a binary approach
for the number of firms in the model. The binarpagach describes the number of firms
constant and profits variable in the short run,levessuming free entry and exit and zero profits
in the long run.

The GTAP 5 database (see Dimanaran and MacDo2@d8l2) is used as the major dataset.
Although some parameters in the model can be fid®bgen, several others have to be
calibrated, i.e. the elasticity of substitutionpeomies of scale and competition intensity. The
Armington elasticities are drawn from the GTAP %adiase, and are assumed to be identical
across regions. The other elasticities used imésting for a given sector are linked to the
Armington elasticity by subtracting one and diviglimultiplying byv2 when moving
upward/downward and then adding one. Economiesalé sre linked to the mark-up ratio, for
which estimates exist for industrial sectors (séee®a-Martins and Scarpetta, 1999), for
service sectors (see Oliveira-Martins, Pilat andrfetta, 1996) and for both (see Roeger,
1995). Estimates for the number of firms are bagebavies and Lyons (1996). In addition,
Bchir et al. (2002) argue that firms are not dimmmnpetitors to each other within a sector.
Therefore, they postulate subsectors. When assutmti@ach sector has one type of
competition, this problem does not exist, and est® from Gasiorek, Smith and Venables
(1992) can be used. Calibration issues are dissuissrore detail in Annex 2.

Summarizing, imperfect competition and scale ecdasmare modelled in a relatively
standard fashion in MIRAGE. Scale economies arerdex by a decreasing average cost
curve. Firms behave as oligopolists and choose thigput strategically, taking into account
their influence on the composite price index. Femthore, product and regional differentiation
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3.3

3.4

are allowed for through nested DS-Armington prafees by a representative consumer. The
number of firms is controlled for in a binary fashi

ATHENA model

For sector-specific macro-economic analyses irbilieh economy, CPB uses the “ATHENA”
model. The model consists of an explicit input-atitmatrix for several branches of industry
and institutional sectors. The basic design oftieelel follows the bottom-up approach, where
macro-economic aggregates are derived by addingeitteral outcomes. The specification of
each individual sector is similar to that of contvemal macro-econometric models. The
production process requires the use of primaryyectdn factors and intermediate inputs
provided by one domestic and one foreign suppfiactor demand equations are driven by
gross output and own real prices and price infoionds modelled as a mark-up on marginal
costs. Consumption at the macro-level is largeiyedr by disposable income and consumer
demand at the sectoral level follows from a twaysthudgeting allocation procedure.

Concerning calibration, the elasticities in the AAMA model are chosen rather arbitrary.
Further, the number of firms are based on a Heafihthdex and CBS data. The inverse
Herfindahl index represents the number of hypothésymmetric, equal-sized firms which
would result in the same concentration level asatitaally observed level. Last, the mark-ups
are determined by the CDRs based on a study bgigdiMartins, Pilat and Scarpetta (1996),
as is the case in MIRAGE.

As argued by Neary (2000), most markets featuraal siwumber of firms competing
strategically with each other and with potentiarants. The game-theoretic equilibria that
result are often non-unique and highly dependersipatific details of the market structure. A
very high level of disaggregation is therefore ieelito capture these aspects of imperfect
competition. Broer et al. (2003) avoid these congtions in the ATHENA model by assuming
that the market operates in monopolistic competitio particular, they adopt the basic DS
model, assume free and exit of firms and distingbistween love-of-variety and market power
according to section 2.1.2. Obviously, this neeal$unther explanation. One particular
difference with the above models is that ATHENAisational model. Hence, no Armington

specification is required to model imports.

LINKAGE model

The LINKAGE model is a global, multi-region, mulector, recursive dynamic computable
general equilibrium model, see Mensbrugghe (2008 .a neo-classical model with both
factor and goods market clearing. Trade is modelgdg nested Armington and production
transformation structures to determine bilateladér flows.
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All sectors are assumed to operate under cost rziaiimn. The model allows for increasing
returns to scale using fixed production costs, Wiie represented by some fixed combination
of capital and labour. Currently, the model assuanfised mark-up, uniform for each region,
and endogenous profits. So in fact, the LINKAGE eiddllows a standard DS specification
with a fixed number of firms. In a future versidgretmodel will allow for free entry and exit of
firms. Marginal costs are modelled by a seriesaested CES production functions, that are
intended to represent the different substitutioth @amplementary relations across the various
inputs in each sector. In particular, Mensbrugdt¥®8) advocates the use of a sequence of
CES functions, because it is easy to implementuemi@rstand. An alternative might be to use
so-called flexible functional forms, which in sosense can be thought of as a functional
(Taylor) approximation of the true technologicdbtmns and is calibrated to a given set of own
and cross price elasticities. Technology is spedithe same as in the GTAP model.

All income generated by economic activity is assdnwebe distributed to consumers. A
single representative consumer allocates optinadlylisposable income among commaodities
and saving.

Imports originating in different regions are impeat substitutes, i.e. imports are specified
based on the Armington assumption. The Armingta@tsjeation is implemented using two
CES nests. At the top nest, domestic agents chihesgptimal combination of the domestic
good and an aggregate import good consistent hétlagent’s preference function. At the
second nest, agents optimally allocate demand&aggregate import good across the range of
trading partners.

The bilateral supply of exports is specified inglk fashion using a nesting of constant-
elasticity-of-transformation (CET) functions. Atlhop nest, domestic suppliers optimally
allocate aggregate supply across the domestic mankiethe aggregate export market. At the
second nest, aggregate export supply is optimiitigated across each trading region as a
function of relative prices.

The LINKAGE model is mainly based on the GTAP 5sien 4 database. This version has
a 1997 base year. Calibration in the model ocecussseparate routine. Unfortunately, this
procedure is not explicitly discussed in Mensbrug(2003).

In short, scale economies are modelled throughradard decreasing average cost curve
and imperfect competition is again modelled in st&é@ Armington-DS fashion as in MIRAGE.
In addition, the model allows for short-run as vesdllong-run Armington elasticities, i.e. it
introduces the possibility of more flexible long#teresponses to changes in import prices.
Technology is modelled in a nested sequence of fGESions along the lines of the GTAP
model. Furthermore, the number of firms is fixed anofits may vary.
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3.5

Michigan model

The Michigan Model of World Production and Trad@isomputable general equilibrium
(CGE) modelling framework originally developed $itag in the mid 1970s by Alan Deardorff
and Robert Stern at the University of MichiGamhe model was used for a variety of purposes
in addition to the Tokyo Round, including analyzihg effects of exchange rate changes, the
structure of protection, and scenarios of traderéibzation leading up to the Uruguay Round.

In the late 1980's, Robert Stern collaborated Withsilla Brown of Tufts University to
construct a model of the United States and Caradhé purpose of analyzing the effects of
the US-Canada Free Trade Agreement. They startbdivg structure of the Michigan Model,
but extended its equations to include features®New Trade Theory: imperfect competition,
increasing returns to scale, and product diffeediotn. Shortly after, joined again by Alan
Deardorff, they expanded this model to includet fiosir and then eight countries and country
groups that could be selected in different comlmstfrom the 34-country Michigan Model
database. This model, which we now call the MichiBaown-Deardorff-Stern (BDS) Model,
retains the features of the new trade theory intted by Brown and Stern.

Turning to the market structure, some sectors ar@etfed as perfectly competitive but
most sectors as monopolistically competitive widefentry and exit of firms. Firms charge a
mark-up which is identical for all regions. In gealea standard DS specification is used to
accommodate imperfect competition and scale ecagmrin some versions of the Michigan
model, to incorporate multinational firms, nestdeiSCfunctions are used to differentiate
between domestic and import demand.

Consumers and producers are assumed to use adg@gsibcedure to allocate expenditure
across differentiated products. In the first staygenditure is allocated across goods without
regard to the country of origin or producing firAt.this stage, the utility function is Cobb-
Douglas, and the production function requires mesdiate inputs in fixed proportions. In the
second stage, expenditure on monopolistically caitipegoods is allocated across the
competing varieties supplied by each firm fromcallintries. In the case of sectors that are
perfectly competitive, since individual firm suppsyindeterminate, expenditure is allocated
over each country’s industry as a whole, with infersubstitution between products of
different countries. The aggregation function ie second stage is a CES function.

The production function is separated into two stagrethe first stage, intermediate inputs
and a primary composite of capital and labour aeglun fixed proportion to output. In the
second stage, capital and labour are combinedghralCES function to form the primary
composite. In the monopolistically competitive sest additional fixed inputs of capital and
labour are required. It is assumed that fixed edpitd fixed labour are used in the same
proportion as variable capital and variable latsuthat production functions are homothetic.

5 For a detailed description and history of the model, see http://www.fordschool.umich.edu/rsie/model.
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3.7

It is unclear how calibration is treated in the Mgan model. On their website they say that
their section on the data is “seriously incompletégvertheless, they do say that elasticities are
reproduced from Deardoff and Stern (1990). Howetexy do not describe how.

Willenbockel

Willenbockel (1994) indicated some unsatisfact@atiires of previous economic evaluations
of the EC internal market completion programme sunghested a modified Harris-type multi-
sectoral general equilibrium framework. This framekvallows for the presence of imperfectly
competitive markets, intra-industry product diffetiation and economies of scale.

As in case of the previous discussed models, Witlekel considers both perfect and
imperfect competitive sectors. Technology are tlaissnstant returns to scale and decreasing
average cost curves and applies the same produddi®mas in the GTAP model. Furthermore,
he considers various types of non-cooperative fietaviour: Betrand price-setting, Cournot
guantity-setting and Chamberlinian price setting.

At the demand side of the model, utility is thatalepresentative consumer, and follows a
three-stage-budgeting approach. At the top CES tiestepresentative consumer in the
economy, draws utility from sectoral composite gadthe lower nest is characterized by
variety-scaling as in (32). Hence, the numbermfdiis endogenous and indirect price index
effects are taken care off.

The CGE model is calibrated to a consolidated eéatagich reflects the levels and
structure of UK production, demand and trade fléavdhe benchmark period 1985. The
number of symmetric domestic firms in imperfect patitive industries is determined by the
reciprocals oHerfindahlconcentration indicederived on the basis of the observed 1985 size
distribution of firms by industry provided in Depauent of Trade and Industry - Business
Statistics Office (1988). Just like in the GTAP rabdlso here, Pratten (1988) is used for
estimates of the CDRs. Elasticities are chosereratbitrary: between 0 and 1.5 for service
and primary sectors and 2.5 for manufacturing secto

Concluding, the general equilibrium model developgdVillenbockel is closely related to
the extended GTAP model, discussed in section 3.1.

Summary
The models in section 2 are mainly theoretical,gravide the foundation for applied models.
In this section, | discussed several general daritilin models of the last five to ten years.

Almost all models are multi-region models. Therefdahe specifications used in these models

stem from the international trade literature.
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The main characteristics are summarized in TaldleVBe have seen that all models describe
increasing returns technologies by decreasing geetast curves, assume homotheticity and
follow a nested sequence of CES functions inclughrignary and intermediate inputs. For all
models we have increasing returns at the seceval.IThe ATHENA model can also
distinguish between returns to diversity and edseilostitution. Because of this property,
ATHENA has the ability to turn the love-of-varieg§fect off and have constant returns to scale
at the sectoral level, while maintaining mark-ujzipg due to fixed costs.

Furthermore, firms generally behave as oligopoésis Cournot. However, monopolistic
competition is considered as a border case of ptityp where the number of firms becomes
relatively large. In the oligopoly pricing ruleishmeans that firms conjecturé€/n, equal one.
Further, most models do not allow price discrimim@atmongst regions. In general, full price
discrimination leads to numerical complexity, besmof the following large number of
elasticities of demand.

Consumer demand is preferably described as a blieAdmington-type and Dixit-Stiglitz
preferences. In this way, goods are both diffesd@t with respect to origin and variety. There
are a number of possible specifications:

The Harris-type describes demand in perfect cottipeindustries by Armington preferences
and imperfect competitive industries by DS prefeemn This yields a certain asymmetry in the
preference weights.

Another specification is the one used in MIRAGE enehdomestic demand is of the DS type
and import demand is of the Armington type.

Yet another specification is variety-scaling aslegpin the GTAP model and Willenbockel
(1994). Variety-scaling imposes symmetry on the asctions within a region. This means
that regional firms produce the same quantity dradge the same price. Furthermore,
Armington and DS preferences are not nested adRAGE.

Several extensions of these demand systems cdobght off. One of them is to allow for
different Armington elasticities to be used for #f®rt-run and long-run as in the LINKAGE
model. This introduces the possibility of more fl#& long-term responses to changes in import
prices. Except for the ATHENA model, all modelsdakto account the indirect effect of a
change in price on the sectoral price index. Howebey all ignore Ford effects.

Concerning calibration, the number of firms is ofteetermined by a Herfindahl index. The
degree of market power is generally determinedsbynated mark-up ratios from studies of
Oliveira-Martins and Scarpetta (1999), Oliveira-hitas, Pilat and Scarpetta (1996) and Roeger
(1995) or cost-disadvantage-ratios from Pratte®@8)9Elasticities are often chosen arbitrary or
proportionate to some given input-output matrix.
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In the next chapter | give a recommendation for eflody scale economies and imperfect
competition in WorldScan based on the knowledgthetwo previous chapters and the
objectives at hand. Moreover, | run some simulatitmnanalyze the effects of introducing a

new technology and market structure.
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Table 3.1

GTAP

MIRAGE

ATHENA

LINKAGE

MICHIGAN

WILLENBOCKEL

Applied Model Characteristics

Increasing returns to Number of firms

scale?

sectoral level  fixed / endogenous

sectoral level short run: fixed

long run:

endogenous

firm level endogenous
sectoral level fixed
sectoral level endogenous
sectoral level endogenous

Technology

nested CES

nested CES

nested CES

nested CES

nested CES

nested CES

Demand structure

Armington - DS

Armington - DS

DS

Armington - DS

DS

Armington - DS

Indirect effects
taken into account?

price index

price index

no

price index

price index

price index

Price discrimination

no regional price
discrimination

regional price
discrimination

no price
discrimination

no regional price
discrimination

no regional price
discrimination

no regional price
discrimination

Imperfect
competition

oligopoly /
monopolistic
competition
Cournot

monopolistic
competition

monopolistic
competition

monopolistic
competition

oligopoly /
monopolistic
competition

Relevant extensions

variety scaling

no

market power #
love-of-variety

short/long run
elasticities

no

variety scaling
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Scale economies in WorldScan

Modelling approach

Previous subsections have shown that many posigibitd incorporate scale economies in
WorldScan do exist. However, the objective of thismorandum is not finding the most
extensive model specification for imperfect comjiatiand scale economies, but finding one
that can mainly identify and describe increasirtgmes. In order to quickly have an operational
version of WorldScan, | follow a practical approach

The precise model specification is discussed itieed.1.1. Calibration issues are

discussed in section 4.1.2. In short, the modelsidjents are the following:

Dixit-Stiglitz - Armington demand specificatiome would like to model heterogeneity at the
supply side of the model to represent the largietia semi manufactured products, also to
accommodate agglomeration effects. Unfortunatélypuld take too much work to adjust the
model in this way given time. For now, heteroggneitmodelled at the demand side of the
model using a nested Dixit-Stiglitz - Armingtonustture.

Variety scaling uniform production technology for all firms incartain sector for a certain
region.

Free entry and exit of firmsvhen profits are positive, this will attract newtrants to the
market. When they are negative, firms will go ima&etand exit the market. In the long run firms
earn zero profit. Any profit is still counted asd@me such that the option for an exogenous
number of firms can be added easily at a later.tiexertheless, an exogenous number of
firms has the odd property that some firms stilcarce while incurring losses.

Monopolistic competitionwith indirect effects of a price change on thig@index and income
ignored, since the number of firms is assumed tsufiéciently large. Strategic interaction
between firms is not needed to show the effecisaéasing returns, and thus modelling an
oligopolistic market structure is not needed. Maulgtic competition is easier to model.
Distinguish between love-of-variety and ease o§suhior it has been argued that these are
two distinct phenomena. Therefore we would likendel them separately. This is easily
accomplished. Furthermore, in this way, the wel&ffects of the number of varieties can be
‘turned off".

Mill-pricing: firms demand a fixed producer price independéti@region of destination.

Summarizing, we could say that the approach almaenix of the imperfect competitive
model aspects from ATHENA and MIRAGE. Although thedel could be extended in many
ways, the current approach is sufficient to meetdamands. The following two subsections
discuss the model and calibration of the parameters
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41.1

The Model
Let us define the following variables and indices:

p = price v=firm level

X = quantity 0= raw / semi-manufacturing level
n = number of firms i=firmi

¢ = elasticity of demand j = sector of production

f = fixed costs r = region of production

r = tariff and transportation costs S = region of consumption

Consider a composite inpui;, that is a CES-aggregatergyf different varietiex’;; originating

from a specific industry
£/l -1)
Njy =1/ ] ]
Xjr =N, 6; ¢ /(EJ- —1){2121)(\]_/” (é‘J )/EJ} . with | >1. (35)
1=

Note that, we distinguish between love-of-variatg @ase of substitution by including the
additional parametef], which controls for love-of-varietyd = 1 andd = &/(5- 1) correspond
to the extreme cases ‘no love-of-variety’ and ‘nmacan love-of-variety’.

Customers buy the brand aggregate (35) at miniogiscHence, they minimize unit costs

of (35), pr, With respect to individual brandsj;,, with pricesp'j;:

np % e -d) & llej-1)
{ni Pjr = Z p\jlir X\j/ir st. ny %e /(Sj _l) ZX\J!ir e =1. (36)
i=1 i=1

Vv
jir

It is straightforward to show that the resultingrdend for variety with corresponding price

index, py, is equal to

1ft-¢;)

1-6; v €] Nir

n; ] p l_E'

v o_| jir -0, — € lle; -1)-0; \ j

Xijir _{p- J Ny “1x; and pj =nj" ley-2)-6 E Pijir , (37)
ir i=1

where the brand aggregakg, is determined elsewhere in the model. Let usrasdirms are
identical. Hence, firms produce the same quantify,and charge the same pripg;.
Therefore we drop index The result is that (37) greatly simplifies to .38
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Xjr =Ny X5 and Pjr =Njr™ ' Py (38)

Let us assume that firms within the industry pradacso called ‘raw output’, which has the
interpretation of a semi-manufactured out[xb?,r, under constant-returns-to-scale, using
composite inputs and factor services at a unit, qn&stNote that, sectoral raw output is equal to
firm raw output multiplied by the number of firme; = x"%n;.. Next, firms usd", + x’; units

of this raw output to produo€; units of a single variety. In other words, rawpitdenotes
what all firms produce in terms of costs. This atitig not sold. The raw output is an input for a
very simple production process, where a part isl @sea set-up cost and the rest is sold on the
market. The part that is sold is obviously lesstteav output in terms of quantity. However, in
terms of value, these are exactly equal becausgutnetity on the market is sold at a producer
price,pojr, plus a mark-umojr/(sj— 1) that covers the raw output that is used asigeBst.

Summarizing, firms have identical technology

v0 _ ¢V
i~ T

0 ¢

v,0 \
ir 2 1Ejrv
v,0
jr

X if X

X\j/r = (39)

\i
<f).

It can be shown, that ifis large, the demand elasticities are approximdibetd and equal to -
g for all varieties in sectgr Assuming a large number of firms, a monopolistim can ignore

strategic behaviour by competitors. Each firm datres the price of its brand by maximizing

profits
_ 0 v,0 _ 0
”\j/r = p\j/r X\j/r ~ Pjr X\j/r = p\j/r X\j/r ~ Pjr (X\j/r + fj\ll’) (40)
yielding
v v
Xjr OpPjr 1 €]
p\j/r 1+ i, \J, = p\j/r 1___ = p(j)r = p\j/r = _J_l p?r- (41)
Pir OXj €] €j

Thus, firms set a price equal to marginal costs plmark-up.

Let us assume firms can enter and exit an ind@igg}y. Then, as long as profits are
positive, firms offering new varieties will entdret market. On the other hand, if profits are
negative, firms incur a loss, and exit the markethe long run, these dynamics drive profits to

zero. Hence, in equilibrium price equals averagasco
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TTjr = Pjr Xjr = Pjr Xjr = Pjr Xjr pjr(xjr"'fjr)—o ind

(42)
- By = el /)
Substituting (41) in (42) yields the equilibriunarfi output level
X% = 14 (e -1). (43)

Because firms have identical technology, the nurobérms in the industry can be solved for

asn Xy =X - Y

0 0
Xi Xi
Njr = Jrfv :fv( Jr) f :fv ' (44)
Xjp * T Ty &5~ T Tjr €

This solves the imperfect competitive model. Sunimiag, the first order conditions of the

model are
firm levet number of firms: industry level
g.
v _ °] 0
Pjr = Pir _ . 1-6, v
gj-1 0 Pjr =Nj~ ) Py
Xjr
njr =
fire; P
Vo fV (g = Ir - =n. Giyy
Xjr = fir (81 ) Xjr = Njr 1 Xjy

This is combined with the Armington specificationfallows. Prices in region of consumption

sof products produced in regiorare equal to
Pirs = Pjr (1"' Tirs ), (45)

wherep times 7 represent the tariff and transportation costs.séquently, the Armington

specification follows via

_g Vo))
Pjs :{Zr Tijrs pjrs:L 7i } . (46)
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4.2

Two important remarks should be made here. Firsthye that individual varieties are
transported and not the aggregate of all brandstheg. The increasing-returns-to-scale effects
occur in the country where varieties are consunmeltlae transport costs should not be affected
by the love-of-variety of consumers in the destoratountry. Secondly, the Armington
elasticity in (46) should be smaller than the D&titity: g < &, for the model to have an

interior solution. Ignoring this restriction mayak&to corner solutions or numerical problems

when solving the model.

Calibration
Issues concerning calibration are heavily discugsédnex 1. Calibration for this imperfect
competitive model is particularly easy. Only twoaraeters have to be calibrated. These are the
sectoral elasticities of demand and the fixed ¢bsts

Elasticities are given by rewriting estimated mags in Oliveira-Martins, Pilat, Scarpetta
(19964, 1996b). If these elasticities are lowentte Armington elasticities they are set
slightly higher than the relevant Armington elaiyic

Fixed costs are determined by (44), where raw dugpgiven by GTAP data and the
number of firms is set equal to one for the EU. therother regions it is determined in such a
way, that fixed costs are equal over regions. Béigiove do not know anything about
differences between regions, so therefore we exputiiem. Using Herfindahl indices to
calibrate the number of firms is also possible. de&r, Eurostat data show that the sectoral
numbers of firms can be very large. This causesemnigal problems in the calibration
procedure not to mention the peculiar side effesgts,Erp, et al. (2001). Therefore we scale the
number of firms. This alters the interpretatiorited variablen, though. Nown is interpreted as
an index rather as the absolute number of firms. S&¢me holds for the fixed costs and brand
guantity, since these variables change accordihtgyever, a time series of these three
variables still shows the relative change.

Simulations

Before we implement the imperfect competitive mbdglapproach chosen in the previous
section in WorldScan, it may be useful to analymedffects in an aggregated version. This will
be the objective of this section.

This section is structured as follows. Firstlynblyze the effects, when increasing returns to
scale at firm level are introduced compared toselvan with constant returns to sc¢alélere, |

% The love-of-variety parameter, 6, is not calibrated in the model. We just set it equal to the mark-up for pure love-of-variety
or equal to 0 to turn it off. It might be interesting to also consider other values to change the degree of the economies of
scale. However, as far as | know, there are no empirical studies, yet, which estimate the love-of-variety by consumers.
Therefore, | stick with the two cases of pure and no love-of-variety.
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allow for the love-of-variety effect, hence we et g/(§- 1) in (35) and follow the basic DS
model. Therefore, we also have increasing returitseasectoral level.

Secondly, | turn the love-of-variety effect off, bgttingd = 1 in (35). In this scenario, we
have constant returns to scale at the sectord| thde maintaining mark-up pricing due to
fixed costs.

And finally, | simulate a liberalisation variant lgyadually reducing import tariffs over time
until they are non-existent. Here, it is interegtia see where specialisation patterns occur and
how these differ between constant and increasitugne to scale technologies.

This aggregated version of WorldScan is exaceysdime as the ‘core-versiGhof
WorldScan. However, here we consider only five@esct.e. agriculture, energy,
manufacturing, services and transport and threemsgi.e. EU, rest of OECD and rest of the
world. Calibration is done for 2001 and | simulgéarly until 2040. The analysis focuses on
the long run effects, say the effects in 2040.

Standard Dixit-Stiglitz: pure love-of-variety
To profoundly understand the workings of increasetgrns, | go step by step with introducing
scale economies. Firstly | simulate four scenarioshich one sector features increasing
returns in the EU. The agricultural sector featwasstant returns, because this is more
realistic. Changing the production technology foe articular sector in one particular region
is the smallest possible variation on the casepét@nt returns. Hence, in this way we are able
to analyze the direct effects of introducing insiag returns. Furthermore, we can analyze the
differences between sectors.

Secondly, | simulate increasing returns in a sisgietor for different regions.
Manufacturing is chosen arbitrarily here. BesidesEU | also consider increasing returns in
the rest of the OECD, all OECD regions together@aCD and non-OECD regions together to
look at regional effects. Note that | do not diffietiate mark-ups between regions. Still,
regional differentiation is possible.
Thirdly, 1 look at a variant where all sectors bgticulture and all regions feature increasing
returns. This variant corresponds most with realitg is thus the one that will be most likely
implemented in WorldScan.

Fourthly, | look at the effects of halving the ¢leity of demand in the manufacturing sector
in the EU in the one-sector-increasing-returns.céised costs are calibrated once more. This
test serves as a sensitivity analysis to the pasme

7\We simulate constant returns to scale with the DS model, by using a demand elasticity equal to ten billion. Differences
with true constant returns to scale are approximately zero. Therefore, DS technology with demand elasticities equal to ten
billion is a good proxy for constant returns to scale.

18 The core version of WorldScan excludes research and development and does not distinguish between short and long
term Armington elasticities.
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Finally, it is interesting to see what the effeatgiving firms more market power will be, by
again halving the elasticity of demand but now hajdixed costs fixed.

The simulations will be discussed in turn. | begith the observations about the
simulations of the one-sector-increasing-returrse call results are summarized in Annex 2.

Single region, single sector case

In the constant returns case we see that the numilfiems is not equal to one as you initially
would expect. A time path of the simulation witestant returns shows that the number of
firms is equal to one in the base year, 2001. 2661 onwards the number of firms increases
gradually to a value of 1.79. Because firm outpubded, raw output increases. This rise is
caused by lower input prices, which again are éiselt of technological progress and increased
labour supply.

Because the mark-up approaches zero in the conrstainhs-case, firm price is equal to
sectoral price and in turn is equal to marginatxos

Increasing returns are introduced by lowering thstiity to a value of 7.5 yielding higher
fixed costs. On the one hand, firms lower theirdoicer price £ 3%), because they can produce
more efficiently due to increasing returns. Ondbiger hand, they tend to produce more
because they have to cover their fixed costs (+)1Bgher production leads to a higher
demand for production factors and therefore to diidactor prices (+ 22%).

The effect on the number of firms is determineddsgpectively firm output (0%), fixed
costs (813) and raw outpgti{+ 18%). Notice that total production (read outpluis fixed cost)
of the firm increases by (813 + 5285) / 528%~ + 16%. The difference in growth of raw
output and growth of firm production is growth etnumber of firms, + 2%.

The manufacturing sector not only demands moreymtish factors but also more
intermediate inputs from the other sectors. Thestoss react by increasing their producer
prices and de facto a decreasing raw producer.iedacto, the aggregate raw producer price
falls (~ 8%). Because of the mark-up (7.5 / 6.5.15) the firm price increases by about 6%.
Essentially, the message is that increasing retaffast producer prices: it lowers the input
price of the “increasing-returns-sector” and inse=aall other producer prices, especially factor
prices.

The third column considers a further decreasesrethsticity of demand. Hence mark-ups
over marginal costs increase and all effects odymer prices are even stronger than before.
Here, we see that the number of firms does noeass much, although mark-ups have
increased dramatically. The reason is that fixestssbave more than doubled while raw output
increased by 40%.

% Erom now on, when we talk about raw output, we talk about raw output at the sectoral level, hence xoj, in (44).
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Table 4.1

Simulation results for manufacturing sect  orin EU

Year 2040 constant returns increasing returns in manufacturing EU

half € half €, keep p fixed
elasticity of demand 1E+10 7.5 3.75 3.75
fixed cost per firm 5.3E-7 813 1922 813
number of firms 1.79 +2% +3% +143%
firm output 5285 0% 0% - 58%
composite output 9486 +12% +29% + 76%
raw output 9486 +18% + 40% + 40%
firm output price 0.71 + 6% +15% +15%
composite price 0.71 - 3% - 8% -32%
raw producer price 0.71 - 8% - 15% - 15%
factor price 1.00 +22% + 59% + 59%
producer price agricul. 0.67 + 6% +15% +15%
producer price energy 1.53 + 5% +13% +13%
producer price manuf. 0.71 -3% - 6% - 6%
producer price services 1.22 + 6% + 14% + 14%
producer price transport 0.81 + 8% +19% +19%

Note: composite variables are CES aggregates (including the love-of-variety effect). Raw output denotes semi-manufactured sectoral

output of a constant-returns-to-scale production process. Raw output is equal to firm output plus the set-up cost and the outcome of that

multiplied with the number of firms in the sector.

The last column shows the results of a test whiehménes what happens when firms set higher
mark-ups over marginal costs holding fixed costthasector at the same level (compared to
column 2) Intuitively, firms get more market pow&he number of firms increases

dramatically (+ 143%), because new firms entemtiaeket to profit from the relatively high
mark-ups. Consequently, firms individually prodless ¢ 58%) since demand has not
increased that much (+ 40%t+ 18% = + 22%). Because of the high mark-up ramdpcer

prices are reduced further {5%— — 8% =- 7%) and production is increased leading to higher
input prices.

Alternatively, column 4 can be seen as a testwétong the fixed costs holding the
elasticity of demand at the same level (comparetedhird column). Now, only two variables
change in value. Lowering fixed costs in the seattracts entering firms leading to a dramatic
increase in firms (+ 143%). The elasticity of dechéthe same as before, thus, demand has
not changed. Therefore, output per firm falls tmpensate for the increase in firms.
Furthermore, composite output and price also chaegause of the change in the number of
firms. The love-of-variety effect becomes stronger.

Concluding, an increase in the demand elasticiangbs the demand structure and therefore
the cost structure. Effects of increasing retumtssgronger, because firms get more market
power. A decrease in fixed costs leads to an isergathe number of firms and reduces firm
output implying economies of scale.
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Because of trade there are spillovers to othepregiHowever, in general these effects are

small.

Single region, multi sector case
Since demand elasticities are much lower in theiges and transport sector, mark-ups are
much higher. Hence, firms have more market powged-costs for the energy and transport
sector are much smaller, respectively 62 and 25ievor the services sector much larger,
2780, compared to the manufacturing sector, sekePdabin Annex 2. These differences in
fixed costs determine for the most part the diffiess for the other variables. The energy and
transport sector attract more firms while the ssisector attracts less firms relative to the
manufacturing sector because firms in the energyti@msport sector have far lower set-up
costs than in the services sector. Because firpubdioes not change, the same effects hold for
sectoral raw output. The energy and transport®satto have the highest increase in
composite output. Hence, although firms in the ises/sector set the same mark-ups as the
transport sector and far higher mark-ups comparéket energy sector, the difference in fixed
cost plays a far more important role in the lovesafiety effect (scaling firm output withf®
b), since the number of firms increases dramaticalys, we already noticed in Table 4.1.
Furthermore, notice that the effects in the enseptor and the transport sector do not differ
much from each other. One part of the explanasdhé difference in fixed cost, i.e. for the
transport sector 257 and for the energy sector @Iy he other part is a difference in cost
shares in the raw producer price for different@ectindeed, the cost shares are highest for the
energy sector. Sometimes this cost share is tveiderge as for other sectors. Hence, the energy
price is not only important for the raw output jgria the energy sector itself, but also very

important for other sectors.

Multi region, single sector case
There is no differentiation between regions intiéges and fixed costs. Introducing increasing
returns in all regions shows that the effects argdst for the rest of the world. For example
factor prices are several times larger than inratbgions, see column “manufac. all” in Table
A7 in Annex 2. The main reason is that economiauindn the rest of the world is on average
three times as large as for the EU and rest of QECEact, when we target economic growth
at a 1% growth rate for all regions, variation betw regions gets significantly smaller.
Although raw output prices fall and firms receiversmarket power, this does not lead to
entering firms to the market. In fact, when inciegseturns is also introduced in the rest of the
world the number of firms decreases for all thre@asing returns regions for the
manufacturing sector, see column “manufac. allTable A10 in Annex 1. Why?
The number of firms depends on three things, raywuufirm output and fixed costs. Since

firm output is constant for all variants, only rawtput and fixed costs matter. Therefore, it has
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to hold that raw output does not increase enougbyen decreases) to compensate the increase
in firm production caused by the fixed costs. Wikdhe underlying process?

Because of fixed costs, firms have to produce nwensure zero profit. Because of this,
firms demand more inputs, i.e. production factord mtermediate inputs. Higher demand leads
to higher prices. Therefore, inputs become moreesive. As a result, the raw output price
may even increase due to increasing returns, beadher inputs besides your own become
more expensive. Because firms have to make zefi, @od face high input prices, firms
cannot produce enough to compensate for the figetb@nd exit the market until firms in the
market make zero profit.

Thus, when increasing returns is introduced irrés¢ of the world, demand for inputs
increases dramatically, because it is such a l@gjen. Moreover, the rest of the world has an
economic growth rate which is three times largantthat of the EU and rest of OECD. Hence,
other sector’s producer prices and especially fgmtices shoot up causing losses for firms.
This leads to exiting firms until the market isaquilibrium.

Multi region, multi sector case
In this variant where increasing returns is introehl everywhere where possible, all previously
discussed effects hold. In particular, the undagyprocesses are the same.

The fall in the number of firms as discussed inghevious paragraph also holds here. In
fact, the numbers are more extreme. In all sedtwrall regions the number of firms fall as a
result of increasing returns (see column “all sextm Table A10 in Annex 2). Furthermore, all
factor prices shoot up dramatically with tens somes$ hundreds of percentages (see same
column in Table A7 in Annex 2). The effects on faneducer prices vary across sectors. They
increase for agriculture, energy and manufactuingppears the mark-up over marginal cost is
not enough to compensate for the high input pniees to the fixed costs. The other sectors
show a decrease in the raw producer prices. Thk-opa for those sectors are much higher and
can compensate the high input prices.

Summary

The main effects of the introduction of increasiaturns appear in the cost structure: “own
input” price decreases and “other intermediate thprices and factor prices increase.
Depending on which effect is stronger, this leadsritering/exiting firms to/from the market.
Figure 4 illustrates what happens when increaghgms are introduced. In general, sectors
with large market power, i.e. demanding a high magrkhave firms entering the market.
Sectors with small market power, i.e. demandinmallsmark-up, have firms exiting the
market. Increasing returns in many sectors anefgions can cause a drain on production
factors and intermediate inputs and therefore affoouof firms in all sectors and regions. The
degree of economies of scale is influenced by tagkrap and the fixed cost. In particular,
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halving the fixed cost induces relatively more @asing returns than halving the demand
elasticity. Concluding, the effects of introducingreasing returns to WorldScan are
significant!
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Figure 4 Introducing increasing returns

Introduce increasing returns in secA

(1) input price sectoA falls
(2) input price sectors B, @, etc. rise
andfactor prices rise

Is (1) stronger than (2) in the
CEScomposite producer pric

raw producer price falls raw prodicer price rises
Y \ 4
raw outpuirises raw outpul falls

doesraw output
rise more than firm
output (cause: by

fixed cost)?

firms exit the market

firms enter the market

Different degrees of love-of-variety

This section addresses the love-of-variety eflfegparticular, how does tuning love-of-variety
affect the results obtained from simulations witl basic DS model? Unfortunately, there exist
no empirical studies that estimate the love-ofetgrparameter. Therefore, as a sensitivity
exercise, here we consider the extreme case aveedf-variety.

From theory we then know the following (see sedi@rl.2 and 4.1.1). The composite
brands price is equal to the individual brand pénd the brands output aggregate is equal to
the number of firms in the sector multiplied by tien output. So, in fact we have (38), with
= 1. In the basic modef] = 5/(§ — 1), the love-of-variety effect implies a more than
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proportional increase in the composite output wiirem output increases, see (38). Inserting
(41), (43) and (44) in (38) yields, dropping indi¢eandr,

x:%l(f"s)l_g(xo)e and p:S (f .s)H (5(0)1 p°. (47)

A ‘N denotes the value of a certain variable iiigrium. When we turn the love-of-variety
on and off, we can see what happens in (47). TaBl@resents the results.

Table 4.2 Equilibria with and without love-of-varia  ty
love-of-variety on: 6 = €/(e-1) love-of-variety off: 6 = 1 love-of-variety effect
e -1 1/le-1 I\e-1 -1 _ /e-1
X (fv ) ( )(Xo)f( ) 20 Al/(e-1) :(Xo/ fvg)l( )
£ £
O £ /I\e-1 -1/(e-1 £ _ _ -1/(e-1
p (fvg)l( )(Xo) ( )po 00 A-Ue 1):(X0/fv£) (e-1)
-1 -1

Table 4 shows that, when love-of-variety is turnéfdthe equilibria simplify. The difference
between raw output price/quantity and final ougpite/quantity is just the mark-up. What
happens is that raw output falls with exactly tixed set-up cost (x*9¢). Because firms earn
zero profit in the long run, prices increase witmark-up (=5p°%(&- 1)). Where we first had
increasing returns at the sectoral level affeciimgrmediate input and factor prices, we now
have constant returns at the sectoral level, yainiag monopolistic competition through mark-
up pricing.

A simulation with@= 1 confirms these expectations. Compared to déise bun, almost
nothing changes. We notice that output quantitssslyy a factor equal to the mark-up and raw
output prices fall by a factor equal to the mark-Ailb other variables, such as the number of
firms, input prices, firm and sectoral output psi@nd quantities remain unchanged

Concluding, the model without love-of-variety dowd seem appropriate to describe the
welfare effects of the introduction of the new $ees directive. Because in this way, the
welfare effects of introducing mark-ups are norsttit, since we have constant returns at the
sectoral level. In other words, this analysis shtivas any welfare effects that are existent in the
DS model come from love-of-variety and not from kaap pricing! Actually, this confirms
what we already know from section 2.1.2, in patic(17), where the effects on welfare are
nullified when@is set equal to 1.

2 Although the raw output price falls with the mark-up, input prices stay the same. This is because the location parameters
in the calibration have changed.
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4.2.3

Liberalisation

As a final experiment, it is interesting to see hbw imperfect competitive model reacts in
liberalisation scenario. One would expect, whendrhpariffs are abolished, that sectors with
increasing returns technologies profit relativelgreithan sectors featuring constant returns
technologies.

In this section, | compare two simulations. Onesiders a reduction of import tariffs under
constant returns and the other under increasingn®t. This reduction is done gradually to
circumvent numerical problems with solving the mod#&e first year of reduction is 2005 and
the last year is 2015. The import tariffs are fallolished from 2015 onwards. Because we
only consider the long term effects of liberalisatiit does not matter much for the results if
tariff abolishment occurs instantly or graduallyerl, | follow the basic DS approach. Hence, |
assume consumers prefer diversity in products.

The import tariffs are shown in table 4.3. Impariffs for the services and transport sector are
zero. Notice that the import tariffs are relatividygest for non-OECD countries. Furthermore,
the agricultural sector shows the largest impaitf$a Therefore, one would expect for
instance, larger exports to the agricultural seictdine rest of the world. Note that, we simulate
with a very aggregated sector structure. For img&amanufacturing of food or other
agricultural products is aggregated under manufexgguwhich accounts for only a small part
of total manufacturing. In that respect, this asslyloes fully reflect the gains from
liberalisation for third world countries.

Table 4.3 Import tariffs in percentages of import

Agriculture Energy Manufacturing
from - to EU rOECD ROW EU rOECD ROW EU rOECD ROW
EU 0 8 11 0 1 7 0 3 11
rOECD 1 0 14 0 0 7 2 0 9
ROW 3 5 0 1 1 0 4 5 0

Source: GTAP database

Table 4.4 presents the simulation results for weedcenarios. The first thing we recognize is
that raw output has increased most in both scemarithe agricultural sector for the OECD
countries and decreased for the non-OECD counBiesause OECD countries can now export
more to non-OECD countries, they produce more.Heunore, we see that the transport sector
profits in all regions from liberalisation, althduthere were no tariff barriers in the first place.

2 Here, all sectors except agriculture feature increasing returns. In particular, we assume demand elasticities as they are
given in Table Al in Annex 2.
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It is reasonable that regions trade more afterdiisation, which leads to increased transports.
Indeed, the services sector shows almost no changes

Table 4.4 Long term macroeconomic effects of trade liberalisation
CRTS IRTS
sector region net trade position value added net trade position value added
agriculture ROW -64 -0.1% - 316 -4.2%
EU 32 4.9% 109 12.0%
rOECD 35 3.3% 219 13.7%
energy ROW -115 -1.5% -135 -1.3%
EU 39 5.1% 52 6.9%
rOECD 70 4.6% 77 4.6%
manufact. ROW 443 2.6% 551 5.5%
EU -127 2.2% -132 -0.4%
rOECD -342 0.3% -461 -4.2%
services ROW 38 0.2% -11 0.1%
EU -40 0.1% -33 0.1%
rOECD 3 0.1% 46 0.1%
transport ROW 25 3.2% 2 3.1%
EU -22 2.3% -14 2.7%
rOECD -3 1.7% 12 2.4%

Source: WorldScan simulations. CRTS stands for Constant Returns To Scale and IRTS for Increasing Returns To Scale.
Numbers are changes compared to the base run in the year 2040: liberalisation under crts compared to crts and
liberalisation under irts compared to irts. EU, rOECD and ROW denote respectively European Union, rest of OECD and
Rest Of World. All values are changes with respect to the baserun and measured in quantities.

If we compare value added over the two scenariesse® that under increasing returns to scale
for the agricultural sector in OECD countries progkirelatively more and in non OECD
countries relatively less. Hence, if we assumeeiasing returns, it is more efficient that the
OECD countries produce even more than under canganns and export that to the other
countries. Notice that the agricultural sector ¢t@sstant returns technology in both scenarios.
Therefore, these changes have to originate frotmenignput demands from other sectors which
do have increasing returns. To confirm these spsai@mn patterns, one could consider changes
in the net trade position. Table 4.4 shows that DEGuntries indeed have increased their
export more than their import and non-OECD couatviee versa. Consequently, the EU and
the rest of the OECD countries specialize in adfiice. In addition, the EU specializes in
energy and withdraws means from the other secitwes other OECD countries clearly

withdraw from the manufacturing sector and speeit imputs in the other sectors. Finally, the
rest of the world apparently specializes in manideg, which includes amongst others
manufacturing of agricultural products.
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Table 4.5 Consumption annual growth, 2040

CRTS IRTS
Rest of the World 0.2% 0.7%
European Union 0.5% 0.5%
Rest of the OECD 0.2% 0.1%

Source: WorldScan simulations. CRTS stands for Constant Returns To Scale and IRTS for Increasing Returns To Scale.
Numbers represent differences in annual growth of consumption between the baserun and the liberalisation variant.

As for the general welfare effects, we can loo&ratual growth of consumption. Table 4.5
shows that as a result of liberalisation consumpgi@mws for all regions under constant as well
as increasing returns. In general, the welfareceffare almost the same under constant and
increasing returns to scale. However, the rest®ftorld does benefit significantly more
assuming scale economies.

Concluding, specialisation patterns are the sanhetin scenarios. Nevertheless,
specialisation is much stronger under increasifigme than under constant returns, because
firms can exploit their technology better and reedite resources efficiently.

Conclusions

The purpose of this memorandum is to find a sutalbdelling approach to identify and
describe scale economies which can be incorpomatétbridScan.

From section 1.1 we know that scale economies@rernly modelled through a fixed
set-up cost in the production process. In this ypagducers set a mark-up on marginal costs to
at least cover their fixed costs. From sectionwleknow that as soon as an agent does not take
prices as given, we have imperfect competition.r&foee, scale economies introduce imperfect
competition.

The second chapter reviews the literature on smdaomies and especially imperfect
competition in general equilibrium. Economic litene shows among others two main research
areas in microeconomic theory. First, there is gtdal organization, which includesnall

group modeldocusing on strategic interaction between agéts.second mainstream in
microeconomic theory is monopolistic competitioromédpolistic competition particularly
works withlarge group mode|shence, where the number of firms is large arateic
interaction is absent. We conclude, that a largammodel is more suitable in our case, since
we do not need strategic interaction between fiomdescribe scale economies. In particular,
the extended Dixit-Stiglitz model should accommedatr goals very well. The third chapter
shows that in many currently applied models, thdtEStiglitz specification for domestic
demand is combined with the Armington specificafi@nimport demand. Hence, we follow
this in our approach.
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The expansion of WorldScan with the approach asud#ed in section 4.1 appears to describe
scale economies well as the simulations show. titiqoigar, we understand that, first of all,
increasing returns do not naturally lead to highgput prices. Rather, increasing returns affect
the cost structure in the model due to additioeahands for inputs. The brand price is the
outcome of the producer price multiplied by the knap.

Secondly, producer prices can decrease as weltesase. This depends on which price
effect is stronger, the fall of the ‘own input’ pei (caused by efficiency in production) or the
rise in all other input prices and factor pricesu&ed by additional input demand).

Thirdly, introducing increasing returns throughi>eél cost does not necessarily lead to
entering firms to the market. The number of firmepends on raw output and the set-up cost. If
raw output does not increase enough to compensatke set-up cost, firms even exit the
market.

Fourthly, sectors with strong increasing returchi®logies can demand high mark-ups on
producer prices and consequently attract possiittams to the sector. On the other hand,
sectors with low mark-ups cause firms to exit tterkat, since they cannot cover their fixed
cost.

Fifthly, the love-of-variety effect determines whet or not we have constant returns at a
sectoral level. Assuming customers prefer divelisifgroducts leads to increasing returns to
scale at an aggregated level. Assuming consumeiisdifferent leads to constant returns to
scale at an aggregated level. In conclusion, affameeffects in this model originate from
love-of-variety of consumers.

Finally, a liberalisation exercise shows that spkésation patterns are stronger under
increasing returns, because production is moreieffi. In particular, producing more causes
averages costs to drop.

Overall, we can conclude that the effects of thjzsamsion of WorldScan can be called
significant!
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Annex 1: Calibration

Estimation of mark-ups

Over the past decades, a substantial body oftliterdnas been devoted to the empirical
identification of market power (e.g. Schmalens&891 Bresnahan, 1989). This literature
focused on the identification of monopoly pricing, whether there is evidence of pricing
above marginal costs. In theory, it is possiblddtine the degree of monopoly power of a
given producer as the mark-up over marginal coshatzed by the producer price, which is
called the Lerner index. The empirical measureroétitie Lerner index and related measures is
quite difficult, particularly at an aggregate lev&s a result, there have been few empirical
studies identifying market power at the aggregawell(cf. Geroski, et al., 1995). The main
problem arises from the fact that while prices bam€measured, marginal costs are not directly
observable. Therefore, indirect measures have tebeloped. Hall (1986, 1988) proposed a
methodology to estimate mark-ups by using the stuwrfluctuations of output and production
inputs by sector. This method has become poputhisawidely applied in the empirical
literature.

Hall's approach
The approach by Hall (1986, 1988) to the estimadiomark-ups is based on ideas on
productivity measurement contained in Solow (195 hge marginal cost of a firm that uses

capital and labour as inputs for technical progreas be approximated by

_ WAL +rAK

MC=—r——
AQ-RQ

, (A1)

whereQ is real value addedl, is labour K is capitalw is the wage rate,is the rental price of
capital and@is the rate of technical progress. In the denotamé#he change in output is
adjusted for the amount by which output would iighere were no increase in the production
inputs. Rewriting (A.1) and assuming that mark-apes constant over time and the rate of
technological progress is described by a randoriatiem from a constant rate yields the
following:

Ay —k) = pa Al ke )+ +uy, (A.2)

where lowercase variables indicate log-levgls the mark-upg is equal tovlL/PQ anduy, is a
random deviatioff?® Unfortunately, (A.2) cannot be estimated direcsipce imperfect

2|t is assumed that wL + rK = PQ, i.e. constant-returns-to-scale. As a results rk/PQ =1 - a, which simplifies (A.2). However,
this implies a bias in case of economies or diseconomies of scale.
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competition would imply a correlation between thkedur/capital ratio and the productivity
term. Usually, this can be solved by using therimaental variable estimation approach.
However, the instruments used for the labour/chgt&o have been criticised to be rather
implausible. In addition, in small samples the adage of using the instrumental variable
approach is with respect to Ordinary Least Squ@d&s) is not clear. As argued by Caballero
and Lyons (1989), a very small correlation betweneninstruments and productivity growth
may prove more problematic than biases emerging fre OLS procedure. Concluding, Hall's
approach is stuck with an identification problem.

Roeger’s approach
Roeger (1995) proposes an alternative way of comgpubark-ups. Here, it is convenient to
make the relation between the Solow residual aad #iner indexB) more explicit. By
definition:

P-MC 1 1

or =—. A.3
5 7 H=1"g (A3)

Including (A.3) in the Solow residual yields:
SR=Aq-aAl -(1-a)ak = B(ag-Ak)+(1-B)6 . (A.4)
An equivalent expression can be derived for theegbiased Solow residual (SRP):
SRP=afw+(1-a)ar —Ap = -B(Ap-24r)+(1-B)6 . (A.5)

Subtracting (A.5) from (A.4) and adding an errantajives Roeger’'s equation from whiBh
can be estimated using OLS:

Ay, = BAX; +&, where

A.6
Dy, = (Aay +Apy ) -ay (Al + 2w, ) - (1-ay J(Bk, +Ar ), (A8)

DXy = (Aqt +Ap; )—(Akt +Ary )

Estimation of (A.6) compared to (A.2) has two adeges: 1. B can be estimated directly using
OLS and 2. only nominal variables appear in (A)ich helps overcome some data
availability problems. Furthermore, (A.6) can béeexled straightforwardly by incorporating

Bt we rewrite (A.2) a hit, the Solow residual (SR) is obtained: SR = Aq - aAl - (1-a)Ak = (¢-1)a(Al - Ak) + 6. Under Solow’s
assumptions the following should hold: The productivity residual is uncorrelated with any variable that is uncorrelated with
the rate of growth of true productivity (Hall, 1990). However, data often reject this theorem.
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intermediate inputs and defining mark-up ratiosrayess output instead of value added
(Oliveira-Martins, Pilat, Scarpetta, 1996). Accowgly, Ay, andAx, become:

By, =\na? +2p0 |-ay (Al +Aw )= B, (Amt +Aptm)_(1_at - B ok, +Ar),

(A7)
Dx; = \da? +4pp )= (Bk; +Ar),

whereq® andp® are respectively gross output and its price, rathdp™ are respectively
intermediate inputs and their prices.

Under constant-returns-to-scale, Roeger’s equatiovides an unbiased estimate of the
Lerner indexB. However, decreasing-/increasing-returns-to-scelace an upward/downward
bias in the estimate of the mark-up. Correctingliis bias would imply lower/higher mark-ups
than those following from (A.6) or (A.7). Thus, rkaup estimates from Roeger’s approach

represent lower bounds under economies of scale.

Estimates for 14 OECD countries

Oliveira-Martins, Pilat, Scarpetta (1996a, 1996#)reate mark-up ratios using Roeger’s
approach with intermediate inputs, i.e. they esérBausing (A.16). They cover 36
manufacturing and 7 service sectors over 14 OEGDtcies in the period 1970-1992.

Two modifications are made. First, since no sespeific information was available, the
rental price of capital is simplified. In particuldhe rental price is defined as the sum of the
expected real cost of funds for the firm and tteealid rate of gross capital stock multiplied by
the economy-wide deflator for fixed business inwestt. Second, (A.7) is estimated using
nominal output data. Often these include net imflitaxes. Including these in the estimation
would cause an upward bias in the mark-up ratibsrdfore, one usually uses output data at
factor costs. When prices include taxes, this aadjusted by dividing the estimated mark-up
by the net indirect tax rate.

The estimated mark-up ratios for services are rreartive than those for manufacturing for
two reasons. First, the service industries reptaseich broader aggregates than the industry
detail used for the manufacturing sector, hencmsfioperating in (some of) these service
sectors are likely to be quite heterogeneous. $kdtba quality of statistical information for the
service sectors is poorer than that available fanufacturing industries. The main results are

the following:

In general, in all countries, and almost all mantifeng industries considered, the estimated
mark-ups are positive and statistically significahthe 5%-level.
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Compared to previous studies such as Hall (1990)Roeger (19955, the estimated mark-ups
are substantially lower and more in line with olserprofit rates. Overall, the level is between
5 and 25%.

Mark-ups in the service sectors are generally highen those in manufacturing, suggesting
that departures from perfect competition are evererfrequent in these sectors than in
manufacturing. In several services, entry restrictiegulations are likely to contribute to high
mark-ups.

Where manufacturing sectors are concerned, thédétiee mark-ups appears related to the
market structure of a certain sector. In particulaey are substantially lower in industries with
small establishments’ size, where the number ofditypically grows in line with the size of
the market, than in industries with large estaltishts, where concentration remains relatively
stable.

There is considerable variation of mark-ups acoosstries and industries. Some of this
variation may be due to the impact of specific gieb. Across time the mark-ups remain
relatively stable. Furthermore, it appears thahhigark-ups (over 40%) occur less often since
1970.

Calculation of number of firms

Herfindahl-Hirschman-index-method

The most common method for calculating the numibérras in an applied general equilibrium
models is the Herfindahl-Hirschman-index (HHI) n@thThis section explains this method,
analyses the pros and cons and provides somealtexs The discussion is greatly inspired by
Erp, et al (2001).

HHI is a commonly accepted measure of market cdretgon. It is calculated by squaring
the market share of each firm competing in the eiaakd then summing the resulting numbers.
For example, for a market consisting of four firwith shares of thirty, thirty, twenty and
twenty percent, the HHI is 2600 36 3¢ + 20° + 20° = 2600). Possible values for the HHI
range from O to 10,000.

The HHI takes into account the relative size amstrithution of the firms in a market and
approaches zero when a market consists of a langder of firms of relatively equal size. The
HHI increases both as the number of firms in theketadecreases and as the disparity in size
between those firms increases

In the AHTENA model the HHI was formerly calculatedsed on CBS-data, which
classifies the number of firms in intervals. Hertbe, HHI is calculated as follows:

% The difference between the results of Roeger (1995) and Oliveira-Martins, Pilat, Scarpetta (1996) is due to the adjustment
for intermediate inputs in the latter study. This tends to lower mark-ups substantially.
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HHE =3 k0,2 =3 L 2, whergp, =2
= k¢ "Zﬁqj‘ ;. wherepy = ——
j=L

= Zki Hi
i=1

(A.17)

andk; is the number of firms in clagsy is the midmark andj is the market share. The
reciproce of HHI is then used as measure for thmelaw of firms. When firms are assumed
identical, all firms are in the same clagg< 1) andk = 1 / HHI.

Two problems
Calculations following the approach above can yseithe peculiar results. Erp, et al. (2001)
find for example that in half of all industries thevelopment following the HHI is the
oppposite of growth according to CBS-data. Thesalt® seem to follow from two problems.

The first problem is that in (A.17) the weights determined by the number of employees
instead of the number of workers. In particulag-oman businesses are not accounted for.

The HHI is actually a measure for concentration moidmuch of a weighting factor. As an
illustration, suppose there exist 10 firms withleaoe employee. The weight for the only class
is ¢1 = 1/10 and thus HHI = 10(1/120# 1/10. Hence, the number of firms is 10. Now,mge
there is one firm with 10 employees, one with 8, €he weights equaf; =i/55 and HHI =%
i(i/55)% = 0.127. The number of employees is 7.86. Thugnvhe actual number of firms does
not change, only the size, the HHI shows that tivalver firms has decreased. This
displacement-effect is a direct effect of the débn of the HHI as a measure for the degree of
concentration.

Erp, et al. (2001) conclude by saying that fewralitives exist for the HHI-method.
Nevertheless, they pose a few alternatives withdhtoretical foundation.

Alternatives

One possible alternative is to calculate the nurobérms based on a weighted average. First,
the weighted average number of firms per clasalsutated. Second, the total number of firms
is computed by multiplying the weighted averagah®ynumber of classes. The disadvantage of
this method is that a change in the size of firtitlsisfluences the calculated number of firms.
Hence, the displacement-problem yet remains.

Another possibility is to actually use the numbgfirmns according to the CBS-data,
ignoring the differences in size. Each company ¢maities the market, no matter the size,
increases the total number of firms in the markbe displacement-effect is solved. Perhaps,
that a change in sales changes the average proalpeti firm. Furthermore, there is no
problem concerning the mid-mark of a class. Balictie only disadvantage is that this
method implicitly assumes symmetry between firmssTnight be in contrast with the
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empirics. Nevertheless, this second alternatitedsapproach which is now modelled in a new
version of ATHENA, because most data problems alies.

Approach for WorldScan

In the approach for WorldScan, we set the numbérras in the base year equal to one,
because of numerical problems caused by the higtbats of firms in the data. | argued that
this alters the interpretation, because the nurobf#irms is interpreted as an index rather than
the absolute number of firms. The same holds feffitted costs and brand quantity, since these
variables change accordingly. However, a time safaéhese three variables still shows the
relative change.
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Annex 2: Long term effects of introduction of incre asing
returns to scale
Table Al Model parameters
Sector Elasticity of demand Fixed cost
Agriculture 10% 3.6x10°®
Energy 7.7 62
Manufacturing 7.5 813
Services 4.0 2780
Transport 4.0 257
Source: Oliveira-Martins, Pilat, Scarpetta (1996a, 1996b) and WorldScan
calculations. Fixed costs are in terms of quantities. In terms of firm output the
fixed cost is equal to the reciproce of the demand elasticity
Table A2 Input prices, Agriculture, 2040
CRTS IRTS
sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.71 73% 31% - 6% 0% 0% 1% 0% 0% 0%
EU 0.67 40% 7% 1% 2% 6% 6% 1% 15% 15%
rOECD 0.72 43% 11% 0% 0% 0% 1% 0% 0% 0%
energy ROW 0.71 73% 31% - 6% 0% 0% 1% 0% 0% 0%
EU 0.67 40% 7% 1% 2% 6% 6% 1% 15% 15%
rOECD 0.72 43% 11% 0% 0% 0% 1% 0% 0% 0%
manufac. ROW 0.71 73% 31% - 6% 0% 0% 1% 0% 0% 0%
EU 0.67 40% 7% 1% 2% 6% 6% 1% 15% 15%
rOECD 0.72 43% 11% 0% 0% 0% 1% 0% 0% 0%
services ROW 0.71 73% 31% - 6% 0% 0% 1% 0% 0% 0%
EU 0.67 40% 7% 1% 2% 6% 6% 1% 15% 15%
rOECD 0.72 43% 11% 0% 0% 0% 1% 0% 0% 0%
transport ROW 0.71 73% 31% - 6% 0% 0% 1% 0% 0% 0%
EU 0.67 40% 7% 1% 2% 6% 6% 1% 15% 15%
rOECD 0.72 43% 11% 0% 0% 0% 1% 0% 0% 0%

Source: WorldScan simulations. CRTS denotes Constant-Return-To-Scale and IRTS denotes Increasing-Returns-To-Scale. EU, rOECD and ROW

denote respectively European Union, rest of OECD and Rest Of World. “man 11" and “man 11" denote respectively results for a test of halving the

demand elasticity with fixed costs endogenous and keeping fixed costs fixed. The percentages are relative changes compared to the CRTS numbers.
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Table A3

Input prices, Energy, 2040

CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 1.36 3% 12% - 3% - 6% 1% 1% 0% 2% 2%
EU 1.53 4% 6% 0% -16% 5% 2% 2% 13% 13%
rOECD 1.05 4% 6% 1% - 2% 0% 1% 0% 1% 1%
energy ROW 1.36 3% 12% - 3% - 6% 1% 1% 0% 2% 2%
EU 1.53 4% 6% 0% -16% 5% 2% 2% 13% 13%
rOECD 1.05 4% 6% 1% - 2% 0% 1% 0% 1% 1%
manufac. ROW 1.36 3% 12% - 3% - 6% 1% 1% 0% 2% 2%
EU 1.53 4% 6% 0% -16% 5% 2% 2% 13% 13%
rOECD 1.05 4% 6% 1% - 2% 0% 1% 0% 1% 1%
services ROW 1.36 3% 12% - 3% - 6% 1% 1% 0% 2% 2%
EU 1.53 4% 6% 0% -16% 5% 2% 2% 13% 13%
rOECD 1.05 4% 6% 1% - 2% 0% 1% 0% 1% 1%
transport ROW 1.36 3% 12% - 3% - 6% 1% 1% 0% 2% 2%
EU 1.53 4% 6% 0% -16% 5% 2% 2% 13% 13%
rOECD 1.05 4% 6% 1% - 2% 0% 1% 0% 1% 1%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.

Table A4 Input prices, Manufacturing, 2040
CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.64 19% - 15% - 6% 0% 0% 1% 0% -1% -1%
EU 0.71 18% - 6% - 8% 1% - 3% 5% 1% - 6% - 6%
rOECD 0.70 22% - 8% - 8% 0% 0% 1% 0% 0% 0%
energy ROW 0.64 19% - 15% - 6% 0% 0% 1% 0% -1% -1%
EU 0.71 18% - 6% - 8% 1% - 3% 5% 1% - 6% - 6%
rOECD 0.70 22% - 8% - 8% 0% 0% 1% 0% 0% 0%
manufac. ROW 0.64 19% - 15% - 6% 0% 0% 1% 0% -1% -1%
EU 0.71 18% - 6% - 8% 1% - 3% 5% 1% - 6% - 6%
rOECD 0.70 22% - 8% - 8% 0% 0% 1% 0% 0% 0%
services ROW 0.64 19% - 15% - 6% 0% 0% 1% 0% -1% -1%
EU 0.71 18% - 6% - 8% 1% - 3% 5% 1% - 6% - 6%
rOECD 0.70 22% - 8% - 8% 0% 0% 1% 0% 0% 0%
transport ROW 0.64 19% - 15% - 6% 0% 0% 1% 0% -1% -1%
EU 0.71 18% - 6% - 8% 1% - 3% 5% 1% - 6% - 6%
rOECD 0.70 22% - 8% - 8% 0% 0% 1% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.
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Table A5

Input prices, Services, 2040

CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 1.20 - 8% 24% - 6% 0% 0% 0% 0% 0% 0%
EU 1.22 4% 1% 0% 1% 6% - 12% 3% 14% 14%
rOECD 1.13 - 5% 1% 2% 0% 0% 0% 0% 0% 0%
energy ROW 1.20 - 8% 24% - 6% 0% 0% 0% 0% 0% 0%
EU 1.22 4% 1% 0% 1% 6% -12% 3% 14% 14%
rOECD 1.13 - 5% 1% 2% 0% 0% 0% 0% 0% 0%
manufac. ROW 1.20 - 8% 24% - 6% 0% 0% 0% 0% 0% 0%
EU 1.22 4% 1% 0% 1% 6% -12% 3% 14% 14%
rOECD 1.13 - 5% 1% 2% 0% 0% 0% 0% 0% 0%
services ROW 1.20 - 8% 24% - 6% 0% 0% 0% 0% 0% 0%
EU 1.22 4% 1% 0% 1% 6% -12% 3% 14% 14%
rOECD 1.13 - 5% 1% 2% 0% 0% 0% 0% 0% 0%
transport ROW 1.20 - 8% 24% - 6% 0% 0% 0% 0% 0% 0%
EU 1.22 4% 1% 0% 1% 6% - 12% 3% 14% 14%
rOECD 1.13 - 5% 1% 2% 0% 0% 0% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.

Table A6 Input prices, Transport, 2040
CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.73 12% 38% - 5% -1% 0% 1% -1% 0% 0%
EU 0.81 -1% 5% 3% - 2% 8% 5% -27T% 19% 19%
rOECD 0.85 2% 6% 6% 0% 0% 0% - 2% 1% 1%
energy ROW 0.73 12% 38% - 5% -1% 0% 1% -1% 0% 0%
EU 0.81 -1% 5% 3% - 2% 8% 5% -27T% 19% 19%
rOECD 0.85 2% 6% 6% 0% 0% 0% - 2% 1% 1%
manufac. ROW 0.73 12% 38% - 5% -1% 0% 1% -1% 0% 0%
EU 0.81 -1% 5% 3% - 2% 8% 5% -27T% 19% 19%
rOECD 0.85 2% 6% 6% 0% 0% 0% - 2% 1% 1%
services ROW 0.73 12% 38% - 5% -1% 0% 1% - 1% 0% 0%
EU 0.81 -1% 5% 3% - 2% 8% 5% -27T% 19% 19%
rOECD 0.85 2% 6% 6% 0% 0% 0% - 2% 1% 1%
transport ROW 0.73 12% 38% - 5% - 1% 0% 1% - 1% 0% 0%
EU 0.81 -1% 5% 3% - 2% 8% 5% -27T% 19% 19%
rOECD 0.85 2% 6% 6% 0% 0% 0% - 2% 1% 1%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.
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Table A7

Factor prices, 2040

CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.05 588% 201% - 8% 2% -1% 2% 0% -1% -1%
EU 0.54 97% 11% 21% 9% 31% 45% 6% 85% 85%
rOECD 0.24 113% 17% 25% 0% 0% 1% 0% 0% 0%
energy ROW 0.09 111% 59% - 6% 1% 0% 0% 0% -1% -1%
EU 0.22 33% 4% 5% 4% 11% 10% 4% 28% 28%
rOECD 0.16 33% 6% % 0% 0% 0% 0% 0% 0%
manufac. ROW 0.07 313% 129% - 7% 2% -1% 1% 0% -1% -1%
EU 1.00 65% 7% 14% 6% 22% 29% 5% 59% 59%
rOECD 0.80 71% 12% 17% 0% 0% 1% 0% 0% 0%
services ROW 1.02 50% 32% - 6% 1% 0% 0% 0% -1% -1%
EU 2.61 17% 1% 1% 2% 7% 1% 4% 18% 18%
rOECD 4.67 12% 2% 3% 0% 0% 0% 0% 0% 0%
transport ROW 0.27 198% 92% - 7% 1% -1% 1% 0% -1% -1%
EU 1.61 48% 5% 9% 5% 17% 19% 5% 44% 44%
rOECD 2.91 48% 8% 12% 0% 0% 0% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.

Table A8 Raw output prices, 2040
CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.69 76% 32% - 6% 0% 0% 1% 0% 0% 0%
EU 0.63 38% 5% 2% 2% 8% 8% 1% 20% 20%
rOECD 0.70 40% 9% 2% 0% 0% 1% 0% 0% 0%
energy ROW 1.23 4% 14% - 3% - 5% 1% 1% 0% 2% 2%
EU 0.87 2% 6% 0% -12% 6% 2% 2% 14% 14%
rOECD 0.91 0% 6% 1% - 2% 0% 1% 0% 1% 1%
manufac. ROW 0.58 32% 1% - 6% 0% 0% 1% 0% 0% 0%
EU 0.71 8% -13% - 14% 2% - 8% 6% 1% -15% -15%
rOECD 0.69 12% -12% -12% 0% 0% 1% 0% 0% 0%
services ROW 1.16 2% 25% - 6% 0% 0% 0% 0% - 1% -1%
EU 120 -15% 1% 0% 1% 6% - 26% 3% 15% 15%
rOECD 111 -18% 1% 2% 0% 0% 0% 0% 0% 0%
transport ROW 0.71 25% 41% - 6% -1% 0% 1% 0% 0% 0%
EU 0.83 -11% 4% 3% - 2% 10% 5% - 26% 24% 24%
rOECD 0.83 - 9% 5% 6% 0% 0% 0% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.
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Table A9 Raw output quantities, 2040

CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 9901 -56% - 35% 1% 0% 0% 0% 0% 0% 0%
EU 1012 1% 16% -17% - 1% -20% -28% -3% -44% -44%
rOECD 1613 - 5% 14% -21% 0% 0% 2% 1% 0% 0%
energy ROW 2849 -11% -14% 2% - 4% 1% 0% 0% 2% 2%
EU 1186 - 7% 9% - 8% 41% -11% -11% 1% -24% -24%
rOECD 2248 - 11% 0% - 8% - 6% 1% 1% 0% 2% 2%
manufac. ROW 44058 - 36% - 3% - 6% 1% - 2% 1% 1% - 5% - 5%
EU 9486 - 4% - 23% 12% - 7% 18% - 26% - 3% 40% 40%
rOECD 18875 -22% -13% 11% 1% - 2% 2% 1% - 6% - 6%
services ROW 21185 - 8% -19% 1% 0% 0% - 1% 0% 0% 0%
EU 12460 16% 0% - 4% - 1% - 5% 25% 0% -10% -10%
rOECD 31115 16% - 2% - 4% 0% 0% -1% 0% 0% 0%
transport ROW 5294 - 36% - 34% 1% 0% 1% 0% - 5% 1% 1%
EU 1627 12% 8% -10% 2% -14% -17% 70% -30% - 30%
rOECD 3088 1% -1% -12% 0% 1% 1% - 8% 3% 3%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.

Table A10 Number of firms, 2040
CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 272 -56% - 35% 1% 0% 0% 0% 0% 0% 0%
EU 2.78 1% 16% -17% - 1% -20% -28% -3% -44% -44%
rOECD 4.43 - 5% 14% -21% 0% 0% 2% 1% 0% 0%
energy ROW 6.85 —-23% - 14% 2% - 4% 1% 0% 0% 2% 2%
EU 285 -19% 9% - 8% 23% -11% -11% 1% -24% -24%
rOECD 541 -22% 0% - 8% - 6% 1% 1% 0% 2% 2%
manufac. ROW 8.34 -45% -16% - 6% 1% - 2% 1% 1% - 5% - 5%
EU 1.79 -17% - 33% - 3% - 7% 2% -26% - 3% 3% 143%
rOECD 357 -33% - 25% - 4% 1% - 2% 2% 1% - 6% - 6%
services ROW 254 -31% -19% 1% 0% 0% - 1% 0% 0% 0%
EU 149 -13% 0% - 4% -1% - 5% - 6% 0% -10% -10%
rOECD 373 -13% - 2% - 4% 0% 0% - 1% 0% 0% 0%
transport ROW 6.85 —-52% - 34% 1% 0% 1% 0% - 5% 1% 1%
EU 211 -16% 8% -10% 2% -14% -17% 27% -30% - 30%
rOECD 400 -25% -1% -12% 0% 1% 1% - 8% 3% 3%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.
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Table A1l

Composite price, 2040

CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.69 76% 32% - 6% 0% 0% 1% 0% 0% 0%
EU 0.63 38% 5% 2% 2% 8% 8% 1% 20% 20%
rOECD 0.70 40% 9% 2% 0% 0% 1% 0% 0% 0%
energy ROW 1.23 - 7% 14% - 3% - 5% 1% 1% 0% 2% 2%
EU 0.87 4% 6% 0% -16% 6% 2% 2% 14% 14%
rOECD 0.91 - 7% 6% 1% - 2% 0% 1% 0% 1% 1%
manufac. ROW 0.58 20% -15% - 6% 0% 0% 1% 0% 0% 0%
EU 0.71 17% - 3% - 8% 2% - 3% 6% 1% -8% -—-32%
rOECD 0.69 13% - 6% - 9% 0% 0% 1% 0% 0% 0%
services ROW 1.16 12% 25% - 6% 0% 0% 0% 0% - 1% -1%
EU 1.20 4% 1% 0% 1% 6% -12% 3% 15% 15%
rOECD 111 -26% 1% 2% 0% 0% 0% 0% 0% 0%
transport ROW 0.71 12% 41% - 6% -1% 0% 1% 0% 0% 0%
EU 0.83 - 2% 4% 3% - 2% 10% 5% - 29% 24% 24%
rOECD 0.83 -16% 5% 6% 0% 0% 0% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.

Table A12 Composite quantity, 2040
CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 9901 -56% - 35% 1% 0% 0% 0% 0% 0% 0%
EU 1012 1% 16% -17% -1% -20% —28% -3% -44% -44%
rOECD 1613 - 5% 14% -21% 0% 0% 2% 1% 0% 0%
energy ROW 2849 -1% - 14% 2% - 4% 1% 0% 0% 2% 2%
EU 1186 - 9% 9% - 8% 48% -11% -11% 1% -24% -24%
rOECD 2248 - 4% 0% - 8% - 6% 1% 1% 0% 2% 2%
manufac. ROW 44058 - 30% 15% - 6% 1% -2% 1% 1% - 5% - 5%
EU 9486 - 12% -31% 6% - 7% 12% - 26% - 3% 29% 76%
rOECD 18875 -23% -19% 7% 1% - 2% 2% 1% - 6% - 6%
services ROW 21185 -16% -19% 1% 0% 0% - 1% 0% 0% 0%
EU 12460 - 6% 0% - 4% - 1% - 5% 5% 0% -10% -10%
rOECD 31115 29% - 2% - 4% 0% 0% - 1% 0% 0% 0%
transport ROW 5294 -29% - 34% 1% 0% 1% 0% - 5% 1% 1%
EU 1627 2% 8% - 10% 2% -14% -17% 77% —-30% —-30%
rOECD 3088 9% - 1% -12% 0% 1% 1% - 8% 3% 3%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.
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Table A13

Brand price, 2040

CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 0.69 76% 32% - 6% 0% 0% 1% 0% 0% 0%
EU 0.63 38% 5% 2% 2% 8% 8% 1% 20% 20%
rOECD 0.70 40% 9% 2% 0% 0% 1% 0% 0% 0%
energy ROW 1.23 19% 14% - 3% - 5% 1% 1% 0% 2% 2%
EU 0.87 18% 6% 0% 1% 6% 2% 2% 14% 14%
rOECD 0.91 15% 6% 1% - 2% 0% 1% 0% 1% 1%
manufac. ROW 0.58 52% 16% - 6% 0% 0% 1% 0% 0% 0%
EU 0.71 25% 0% 0% 2% 6% 6% 1% 15% 15%
rOECD 0.69 29% 1% 2% 0% 0% 1% 0% 0% 0%
services ROW 1.16 36% 25% - 6% 0% 0% 0% 0% -1% -1%
EU 1.20 13% 1% 0% 1% 6% - 2% 3% 15% 15%
rOECD 1.11 9% 1% 2% 0% 0% 0% 0% 0% 0%
transport ROW 0.71 67% 41% - 6% -1% 0% 1% 0% 0% 0%
EU 0.83 19% 4% 3% - 2% 10% 5% - 2% 24% 24%
rOECD 0.83 21% 5% 6% 0% 0% 0% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.

Table A14 Brand quantity, 2040
CRTS IRTS

sector region all  manufac. manufac. energy manufac. services transport manll  manlll
sectors all EU +rOECD EU EU EU EU EU EU
agricult. ROW 364 0% 0% 0% 0% 0% 0% 0% 0% 0%
EU 364 0% 0% 0% 0% 0% 0% 0% 0% 0%
rOECD 364 0% 0% 0% 0% 0% 0% 0% 0% 0%
energy ROW 416 0% 0% 0% 0% 0% 0% 0% 0% 0%
EU 416 0% 0% 0% 0% 0% 0% 0% 0% 0%
rOECD 416 0% 0% 0% 0% 0% 0% 0% 0% 0%
manufac. ROW 5285 0% 0% 0% 0% 0% 0% 0% 0% 0%
EU 5285 0% 0% 0% 0% 0% 0% 0% 0% - 58%
rOECD 5285 0% 0% 0% 0% 0% 0% 0% 0% 0%
services ROW 8340 0% 0% 0% 0% 0% 0% 0% 0% 0%
EU 8340 0% 0% 0% 0% 0% 0% 0% 0% 0%
rOECD 8340 0% 0% 0% 0% 0% 0% 0% 0% 0%
transport ROW 773 0% 0% 0% 0% 0% 0% 0% 0% 0%
EU 773 0% 0% 0% 0% 0% 0% 0% 0% 0%
rOECD 773 0% 0% 0% 0% 0% 0% 0% 0% 0%

Source: WorldScan simulations. The percentages are relative changes compared to the CRTS numbers.
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