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Abstract

This paper expands the symmetric generalized McFadden cost function by incorporating
public capital as an unpaid fixed input, and estimates the new function using Dutch sector
data for the post-World War II period. Several elasticities concerning public infrastruc-
ture are estimated in order to uncover the productivity effects of public infrastructure. We
conclude that especially the sheltered sector of the Dutch economy benefits from infra-
structure investment. Experimenting with several variants of the model reveals that this
outcome is robust. However, despite these unambiguous results, the relationship between
private inputs and public infrastructure is unclear. Their estimated elasticities alter sign
during the estimation period.



3

1 Introduction1

In most OECD-countries public capital outlays dramatically decreased since the early
1970s.2 At approximately the same time productivity growth plummeted almost every-
where, also in the Netherlands (see figure 1). Aschauer (1989) has hypothesized that the
decrease in productive government services may be crucial in explaining the general de-
cline in productivity growth. This view is often referred to as ‘the public capital hypoth-
esis’. Taking a Cobb-Douglas production function and using annual data for the 1949–
1985 period, Aschauer found a strong positive relationship between productivity and the
ratio of the public to the private capital stock in the USA. On the basis of his results, a
ten percent increase in the public capital stock would raise total factor productivity by
almost four percent. Consequently, much of the decline in US productivity that occurred
in the 1970s can be explained by lower public investment spending. The implications of
these results for policy makers seem to be clear: Public investment should go up to give a
boost to the economy. However, the outcomes of Aschauer’s study have been challenged
by several authors.3

The purpose of this paper is to get insight in the possible effects which public capital
has had on the exposed and sheltered sectors of the Dutch economy during the post-World
War II period. The exposed sector is relatively capital intensive and consists of agricul-
ture, manufacturing and transport, whereas trade, banking and other private services form
the sheltered sector. Most studies concentrate on the US. With the exception of Sturm and
De Haan (1995), so far hardly any studies are conducted for the Netherlands. Despite the
developments of public investment and productivity as shown in figure 1, Sturm and De
Haan (1995) did not come up with solid econometric results. As noted by these authors,
this is probably due to the over-simplifying production function approach.

Our framework here is based on what we call the cost function approach. One can
describe the behaviour of agents (i.e. firms) by assuming that they minimize costs. From
this cost function we can—under certain regularity conditions—derive a unique produc-
tion function by applying duality theory.4 Besides explicitly modelling economic be-
haviour, one of the main advantages of the cost function approach is that we can use flex-
ible functional forms which hardly enforce any restrictions on the production structure.
We have opted for the symmetric generalized McFadden (SGM) cost function, and aug-
mented it with public capital. So far, the only second-order Taylor approximations used
in this line of research are the transcendental logarithmic (translog) and the generalized

1The author gratefully acknowledges support from the CPB Netherlands Bureau for Economic Policy
Analysis. The paper is a continuation of Draper and Manders (1996a,b) and benefited from discussions with
Peter Broer, Nick Draper, Johan Graafland, Jakob De Haan, Gerard Kuper and Ton Manders. The usual
disclaimer applies, however.

2See De Haan et al. (1996).
3See Gramlich (1994) and Sturm et al. (1996) for an overview.
4See, e.g. Diewert (1974).
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Figure 1 Public investment as share of GDP and five-years moving average
growth rate of labour productivity in the private sector of the Nether-
lands, 1953–1993.
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Leontief function.5 As shown by Diewert and Wales (1987) both functions frequently fail
to satisfy the appropriate theoretical curvature conditions, as is confirmed by Sturm and
Kuper (1996) who employed a translog specification to test the ‘public capital hypothe-
sis’. Using the (modified) SGM cost function, it turns out that imposing the appropriate
curvature conditions at one data point imposes the curvature conditions globally without
destroying the flexibility property. Imposing curvature conditions on other flexible func-
tional forms, such as, e.g. the translog, often results in biased estimates and the loss of
its flexibility property.

The modified SGM specification enables us to estimate several elasticities which un-
cover the productivity effects of public capital. Besides implementing this framework
for the total private economy, we will in particular estimate the specification for two sec-

5The translog function is used by, e.g. Conrad and Seitz (1992, 1994), Dalamagas (1995), Deno (1988),
Keeler and Ying (1988), Lynde and Richmond (1992, 1993a, 1993b), Shah (1992) and Sturm and Kuper
(1996). Berndt and Hansson (1991), Morrison and Schwartz (1992, 1996) and Seitz (1993, 1994) apply the
generalized Leontief function.
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tors: the exposed and the sheltered sector. We expect both sectors to react differently
to a change in the public capital stock because of their distinct characters. The produc-
tion costs of the total private economy are shown to be significantly reduced by public
infrastructure. However, differentiating between the two sectors it appears that the rel-
atively capital intensive exposed sector does not benefit as much from the provision of
infrastructure as the sheltered sector of the Dutch economy.

The paper is organized as follows. Section 2 discusses earlier empirical research
on the ‘public capital hypothesis’. The theoretical framework is set forth in section 3,
whereas section 4 describes the database. In section 5 the estimation results will be dis-
cussed. Finally, some concluding remarks and suggestions for further research are given
in section 6.

2 Literature

Summarizing the economic literature, both Gramlich (1994) and Sturm and De Haan
(1995) write that various economists found output elasticities of public capital of around
0.3. However, these large elasticities have in turn generated a raft of criticisms from var-
ious authors.6 Despite the initial findings by Aschauer (1989) and others, it seems that
most economists do not support ‘the public capital hypothesis’.

Studies in the early literature were largely based on the analysis of a production func-
tion, often assumed to be of the Cobb-Douglas form, which allows the signs and magni-
tudes of marginal products to be estimated, but which requires restrictive assumptions
about firm behaviour. Furthermore, questions as to the endogeneity of the variables and
therefore the extent to which the production function estimates suffer from a simulta-
neous equations bias have been raised. Specifically, the right-hand side variables in the
various equations estimated by Aschauer (1989) include measures of labour input and
utilization, and strong arguments have been made that in this type of context such vari-
ables should be treated as endogenous. Ordinary least squares (OLS) regressions will
therefore produce biased and inconsistent parameter estimates.

These problems do not arise when a cost function approach is used, because input
shares or factor-demand equations—both directly derived from the cost function—can be
incorporated in the regression analysis.7 Therefore, the dual framework yields estimat-
ing equations that have endogenous dependent variables. In the cost function approach,
inputs are no longer exogenous to the level of output. Instead, the input prices and the
level of output are exogenous to the minimization of the cost of output.8

Using flexible functional forms ensures that hardly any restrictions on the production

6See, e.g. Hulten and Schwab (1991) and Munnell (1992)
7See Sturm et al. (1996) for a survey of the pros and cons of the different empirical approaches used in

researching the impact of public capital.
8Therefore, the problem of possible endogeneity of variables remains, but does not concern the same

variables as in the production function approach.
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Table 1 Literature using a cost function approach to investigate the ‘public cap-
ital hypothesis’.

Study Cost function
Berndt and Hansson (1991) generalized Leontief
Conrad and Seitz (1992) translog
Conrad and Seitz (1994) translog
Dalamagas (1995) translog
Keeler and Ying (1988) translog
Lynde and Richmond (1992) translog
Lynde and Richmond (1993b) translog
Morrison and Schwartz (1992) generalized Leontief
Morrison and Schwartz (1996) generalized Leontief
Nadiri and Mamuneas (1994a) generalized Cobb–Douglas
Nadiri and Mamuneas (1994b) generalized Cobb–Douglas
Seitz (1993) generalized Leontief
Seitz (1994) generalized Leontief
Shah (1992) translog
Sturm and Kuper (1996) translog

structure are enforced. For example, a priori restrictions placed upon substitutability of
production factors—as often encountered in the production function approach—do not
apply anymore. In the early literature only the total effect of public capital on output
has been estimated. These studies ignored the fact that public capital might affect the
input factors differently, i.e. the effects of public capital may not be neutral with respect
to private input decisions. After all it seems very plausible that, e.g. a larger stock of
infrastructure raises the demand for private capital more than the demand for labour. By
using a flexible functional form, the total effect of public capital on the private sector can
now be divided into the different effects of public capital on the various input factors.

These considerations led several economists to apply the so-called cost function ap-
proach to test the ‘public capital hypothesis’. Table 1 gives an overview of the published
papers using this approach.9

Most studies conclude that public and private capital are complements which sup-
ports the hypothesis that public capital might enhance the productivity of private capi-
tal.10 The relationship between labour and public capital is less clear. Whereas Conrad
and Seitz (1994), Lynde and Richmond (1992) and Seitz (1993, 1994) find a substitutive
relationship, Conrad and Seitz (1992), Deno (1988), Nadiri and Mamuneas (1994a) and

9For a more comprehensive overview we refer to Sturm et al. (1996).
10Conrad and Seitz (1992, 1994), Dalamagas (1995), Deno (1988), Lynde and Richmond (1992), Nadiri

and Mamuneas (1994a), Seitz (1993, 1994) and Shah (1992) all find that public and private capital behave
as complements.
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Shah (1992) report that labour and public capital are complements. Furthermore, most
studies clearly reject the hypothesis of constant returns to scale in all inputs including
public capital. Exceptions are Conrad and Seitz (1992, 1994), Lynde (1992) and Lynde
and Richmond (1992). Conrad and Seitz (1992, 1994) even reject the hypothesis of ho-
mogeneity of the production function. However, when these authors impose homogene-
ity this results in not rejecting the hypothesis of constant returns to scale in all inputs.

All studies conclude that public capital reduces private sector costs. However, their
estimated effects are mostly significantly smaller than those reported by Aschauer (1989).
Only Deno (1988) and Lynde (1992) come up with a larger impact of public capital on
the private sector. The remaining studies roughly estimate less than half the impact that
Aschauer (1989) reported, i.e. a public capital elasticity of approximately 0.15.

3 The theoretical framework11

This section develops our theoretical framework which aims at incorporating public capi-
tal into the cost function and therefore into the underlying production function. For expo-
sitional purposes the section is subdivided into four subsections. The first subsection will
discuss the general cost function framework. The second subsection will go into the elas-
ticity estimates which reveal all economically relevant characteristics. In the third sub-
section the symmetric generalized McFadden cost function will be discussed and modi-
fied by incorporating public capital. Finally, the long-run relationship between produc-
tion costs and public capital will be incorporated into an error correction model.

3.1 The cost function

Starting-point of our theoretical framework is a variable cost function (C∗) which re-
sults from minimizing private variable production cost subject to the production function,
y = f ∗ (x, t,G), where x ≡ (x1, x2, . . . , xN )

T is the vector of private inputs utilized,
t denotes technology, and G the services that render from the public capital stock. The
latter two variables form the environmental variables in our model. They are exogenous
and enter the production function and thus also the cost function as unpaid fixed inputs.12

Furthermore, we allow the environment to influence the productivity of specific inputs
differently. Given a positive vector of input prices, p ≡ (p1, p2, . . . , pN )

T � 0T
N , the

cost function C∗ dual to the production function f ∗ may be defined as follows:

C∗ (p, y, t,G) ≡ min
x

{
pT x : f ∗ (x, t,G) ≥ y, x ≥ 0N

}
. (1)

All economically relevant characteristics of the underlying production function can

11This section draws upon Diewert and Wales (1987, 1995) and Seitz (1994).
12There is, of course, a price paid for the services of the public capital stock through the tax system, but

it is assumed that firms do not have direct control over how much capital the government supplies to them,
so that we can treat these services as ‘unpaid’ factors of production.
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be summarized with this cost function if six conditions are satisfied. These conditions
are:

C∗ (λp, y, t,G) = λC∗ (p, y, t,G) , ∀λ ≥ 0, (2)

C∗ (p, y, t,G) > 0, ∀p > 0N , ∀y > 0, (3)

∇pC∗ (p, y, t,G) ≥ 0N , (4)

∇2
ppC∗ (p, y, t,G) = negative semidefinite, (5)

∇GC∗ (p, y, t,G) ≤ 0, (6)

∇2
GGC∗ (p, y, t,G) ≥ 0, (7)

where ∇i denotes the column vector of the first order partial derivatives with respect to
the components of i , and ∇2

i j denotes the matrix of second-order partial derivatives with
respect to the components of i and j .

The first condition of linear homogeneity in prices is a restatement of the familiar
principle that only relative prices matter to economically optimizing agents. Or, as long
as input prices only vary proportionally, the cost-minimizing choice of inputs will not
vary. The nonnegativity condition (3) simply says that producing a positive output at
zero cost is impossible, whereas equation (4) indicates that increasing any input price
must not decrease cost. The concavity condition (5) assures that we are minimizing—
instead of maximizing—cost. The final two conditions assure that public capital cannot
increase the costs of the private sector (equation (6)) and that the marginal benefits of
each additional unit of public capital does not increase (equation (7)). The free disposal
assumption (6) means that production cost cannot rise as a consequence of an increase in
public capital, because otherwise firms would simply not use the additional public capital
in their production process.

3.2 Elasticities

Using a flexible cost function it is possible to reveal all economically relevant charac-
teristics of the underlying production function.13 Several interesting elasticities can be
derived from a flexible cost function. For instance, the cost elasticities of all inputs—
including public capital—can be calculated as:

εCj = ∂ ln C∗

∂ ln j
= ∂C∗

∂ j

j

C∗
, j = p1, . . . , pN , y,G,

εCt = ∂ ln C∗

∂t
.

(8)

Because we will use a second-order flexible cost function, we can even go a step fur-
ther and calculate several price and demand elasticities. To do so we first have to apply

13See appendix A for an elaboration on flexibility.
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Shephard’s Lemma to the cost function, C (p, y, t,G), which yields the cost minimizing
conditional factor-demand equations for the private inputs:

∇pC (p, y, t,G) = x∗ = x (p, y, t,G) . (9)

The price and demand elasticities can now be calculated by:

εi j =
∂ ln x∗i
∂ ln j

= ∂x∗i
∂ j

j

x∗i
= ∂2C

∂pi∂ j

j

x∗i
, j = p1, . . . , pN , y,G,

εit =
∂ ln x∗i
∂t

, i = 1, . . . , N .

(10)

If the sign of such an elasticity for j = y,G is positive than factor j and the i th private
input are complements. For j = p1, . . . , pN a positive sign indicates that the two inputs
are substitutes.

Differentiating the cost function with respect to G yields the shadow price, ps
G , as-

sociated with public capital:

ps
G = −

∂C (p, y, t,G)

∂G
, (11)

which denotes the change in private production cost caused by one additional unit of pub-
lic capital, G. Differentiating equation (11) with respect to the variable t yields insight
into the impact of public capital on total factor productivity. If ∂ps

G/∂t is greater than,
equal to or less than zero, then public capital supports, does not affect, or discourages
technological progress.

Using the conditional factor-demand equations (9), production costs can be rewritten
as:

C = pT x∗. (12)

Applying Shephard’s Lemma to equation (12) yields:

ps
G = −pT∇Gx∗, (13)

which decomposes the cost changes associated with an increase in G into adjustment ef-
fects on the private inputs. ∂x∗i /∂G denotes the response of the demand for private in-
put xi , i = 1, . . . , N , to an increase in public capital, G. Equation (13) reveals that an
increase in the provision of public capital is always cost saving if all private inputs are
substitutes with respect to public capital, i.e. ∂x∗i /∂G < 0, ∀i = 1, . . . , N . However, if
one of the private inputs is complementary to the public input, cost savings arise only if
the substitution effects outweigh the complementary effect.

The final step is to establish a link between the ‘production function approach’ and
our ‘cost function approach’. In order to do this we have to go back to the cost minimiza-
tion problem and solve the Lagrangian:
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$(p, y, t,G) = pT x + λ [y − f (x, t,G)] . (14)

Note that in the optimum λ equals marginal cost, ∂C∗/∂y. Differentiating with respect
to public capital yields:

−ps
G =

∂$

∂G
= −λ ∂ f

∂G
= −∂C∗

∂y

∂ f

∂G
, (15)

in the optimum, which is at minimum cost. Therefore the following property holds:

∂ f (x, t,G)

∂G

G

y
= ps

G

∂C∗/∂y

G

y
. (16)

The relation in equation (16) provides a link between the ‘production function approach’
and the ‘cost function approach’ and can be used to compare results derived from these
two quite different approaches. Note that in case the cost function is linear homogenous
in output, the above equation states that the absolute value of the cost elasticity of public
capital equals the absolute values of the output elasticity of public capital.

3.3 The modified symmetric generalized McFadden cost function

Now we are ready to define the modified symmetric generalized McFadden (SGM) cost
function C.14 The term ‘modified’ stems from the fact that we allow for a fixed input, i.e.
public capital G.15 Consider the following functional form for the cost function:

C (p, y, t,G) ≡ g(p)y +bT
ii py + bT

i p + bT
it pt y + bT

i G pGy
+byyβ

T py2 + btα
T pt + bttγ

T pt2 y
+bGδ

T pG + bGGη
T pG2 y + bt Gτ

T pt Gy,
(17)

where the function g (p) is defined by

g (p) ≡ 1
2

pT Sp

θ T p
, (18)

where θ ≡ (θ1, . . . θ N )
T ≥ 0T

N , bii ≡ (b11, b22, . . . , bN N )
T , bi ≡ (b1, . . . , bN )

T , bit ≡
(b1t , . . . , bNt )

T , bi G ≡ (b1G, . . . , bN G)
T , byy , bt , btt , bG , bGG , bt G , α ≡ (α1, . . . , αN )

T ,

β ≡ (
β1, . . . , βN

)T
, γ ≡ (

γ 1, . . . , γ N

)T
, δ ≡ (δ1, . . . , δN )

T , η ≡ (
η1, . . . , ηN

)T
,

and τ ≡ (τ 1, . . . , τ N )
T are the parameters of our model. To generate elasticities which

are invariant to scale changes in the units of measurement, the econometrician has to set

14The functional form is a (modest) generalization of a functional form due to McFadden (1978, p. 279),
in which g (p) is defined to be symmetric. See Diewert and Wales (1987, p. 51–54) for details. Recent
applications of this specification can be found in Rask (1995), Coelli (1996) and Terrell (1996).

15Rask (1995) also modifies the orginal SGM proposed by Diewert and Wales (1987) to allow for fixed
factors of production. However, the function he defines is not second-order flexible in the fixed inputs.
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θ i = x̄i for i = 1, . . . , N .16 The 7N number of parameters, α, β, γ , δ, η, τ , and θ are
arbitrarily selected by the econometrician. Since these values may be selected arbitrarily,
it means that we are considering a whole family of flexible functional forms rather than
just one form. If we choose αi = β i = γ i = δi = ηi = τ i = θ i = x̄i for i =
1, . . . , N , where x̄i is the average amount of input i used over the sample period, then
again the elasticities generated by our estimated cost function will be invariant to scale
changes. Alternatively, if there are ample degrees of freedom, the econometrician may
set byy = bt = btt = bG = bGG = bt G = 1 and estimate α, β, γ , δ, η, and τ . In
this case the cost function becomes third-order flexible in y, t and G, and therefore the
factor-demand equations are second-order flexible in y, t and G. Finally, S is an N × N
symmetric negative semidefinite matrix that satisfies the N extra restrictions Sp = 0 for
some p � 0N .

Note that C is linear homogeneous in p and that its factor-demand functions are lin-
ear in the unknown parameters. By differentiating equation (17) with respect to input
prices, and then employing Shephard’s Lemma, it is easy to show that the factor-demand
equations are:17

x∗ = Sp

θ T p
− 1

2θ
pT Sp(
θ T p

)2 +bii y + bi + bit t y + bi G Gy
+byyβ y2 + btαt + bttγ t2 y
+bGδG + bGGηG2 y + bt Gτ t Gy,

(19)

where x∗ ≡ (x∗1 , . . . , x∗N
)T

.
It can easily be verified that the concavity restrictions (5) for all p � 0N , y > 0,

t > 0, G > 0 are satisfied if and only if the S matrix is negative semidefinite. Thus if our
estimated S matrix turns out to be negative semidefinite, the C will be globally concave.
If furthermore ∇GGC (p, y, t,G) = 2bGGη

T py ≥ 0 for all p � 0N , y > 0, t > 0,
G > 0 we may call C globally curvature correct.

Using this functional form Diewert and Wales (1987) show that it is easy to impose
the concavity in factor prices. Following a technique due to Wiley et al. (1973, p. 318),
they reparametrize the S matrix by replacing it by minus the product of a lower triangular
matrix of dimension N × N , A say, times its transpose, AT , i.e.

S = −AAT , (20)

where A = [
ai j
]

and ai j = 0 for i < j , i, j = 1, . . . , N . It must be emphasized
that using this technique to impose negative semidefiniteness on S does not destroy the
flexibility of the modified SGM functional form.

It should be noted that it is relatively easy to impose several restrictions on the modi-
fied SGM defined by (17) and (18). For instance, in order to make C linear homogenous

16See Diewert and Wales (1987).
17See, e.g. Diewert (1974).
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in output y (so that the dual production function exhibits constant returns to scale in the
private inputs), we need only impose the following N + 3 additional linear restrictions
on the b parameters:

bt = byy = bG = 0, bi = 0N , j = 1, . . . , N . (21)

3.4 The error correction specification

Equation (19) represents the long-run relation. It is unlikely that factor demand equals the
long-run equilibrium in every time period because of habits persistence, adjustment costs,
incorrect expectations and misinterpreted real price changes. Therefore, we introduce a
first-order error correction model:

1x = 01x∗ +3 [x∗ − x
]
−1 , (22)

where x∗ stand for the long-run factor-demand equations as given by equation (19), where-
as 0 and3 represent parameter matrices. The first matrix estimates the impact effects of
short-run changes, whereas the second is the error correction term, which determines the
dynamic behaviour.18 We opted for this simple error correction model, because our main
interest lies in estimating the long-run relationship.

4 The Dutch data

In the empirical analysis we will distinguish two and sometimes three production factors
controlled by the private sector (N = 2, or N = 3): Labour (L)—which we will later
on subdivide in low-skilled labour (Ll) and high-skilled labour (Lh)—and capital (K ).
The technology and the services that stem from the stock of public capital are two envi-
ronmental variables which might influence the cost minimization problem the firms face
and will be approximated by time (t) and the stock of public capital (G), respectively.19

Accordingly, factor demand is a function of factor prices, output, time, public capital
and the parameters of the cost function. Therefore, we need data on prices and quanti-
ties of all factor inputs, and quantities of the public capital stock and output. Because
our analysis will concentrate on the sheltered and the exposed sectors of the Dutch econ-
omy, we need all data—except of course public capital—at the sectoral level.20 Unless
mentioned otherwise the data are extracted from the databases kept by the CPB Nether-
lands Bureau for Economic Policy Analysis, which are based on the Dutch National Ac-

18Using this specification we assume that impact effects of price and production changes are equal.
19In this line of research most studies approximate the state of technical knowledge by a time trend. Nadiri

and Mamuneas (1994a, 1994b) are the only ones who also take public Research and Development (R&D)
capital into account.

20As noted in the introduction, the exposed sector contains of agriculture, manufacturing and transport,
whereas trade, banking and other private market services form the sheltered sector.
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counts of Statistics Netherlands. Furthermore price indices equal one in the year 1973.
Appendix C lists the data used in the regression analysis.

Low-skilled labour is defined as labour with a primary and extended education. High-
skilled labour involves labour with secondary, higher vocational and university educa-
tion. Statistics Netherlands (1996) provides data on employment and wages by educa-
tion for the period 1969–1993. As this is a short period, we will start off with using total
labour input. All labour variables are adjusted for the number of hours worked. In a final
stage we will make the subdivision in labour in order to say some more about the rela-
tionship between labour and public capital. Data on total labour cover the 1952–1993
period.

To get a more accurate estimate of the total private capital stock and its price, we
build up both measures from stocks and user costs of structures (buildings) and equipment
(machinery and equipment). Both the stock of private structures and the stock of private
equipment (K j ) are constructed through the perpetual inventory method. To measure
their user cost of capital we follow Jorgenson (1986) and assume that it is a function of the
interest rate, tax parameters and the investment price index. Once these rental prices and
capital service flows are separately measured, we aggregate them to get the total stock of
private capital and the aggregate rental price of private capital by employing the familiar
Tornqvist discrete approximation to the continuous Divisia index.21

We also use the Tornqvist approximation of the Divisia index to aggregate our data
over both sectors. In this way we get estimates of the prices and quantities of all private
input factors and private output over almost the entire private sector. Only the building
sector and the Dutch gas industry are not taken into account.22 As we will see, using these
aggregated data makes it easier to interpret the results on a sectoral level.

The public capital stock is also constructed using the perpetual inventory method. In
the empirical analysis we will concentrate on the stock of public ground, roads and water-
ways, which we will henceforth label infrastructure.23 However, sometimes we will also
refer to what we call the total public capital stock, which is the sum of five types of public
capital: Buildings; ground, roads and waterways; machinery; road transport equipment;
and other transport equipment.24 As in the definition of Statistics Netherlands public
firms like, e.g. the Dutch railway company (‘Nederlandse Spoorwegen’) are not part of
the public sector, their capital outlays come under the definition of private investment.25

21Appendix B goes deeper into the construction of our total private capital stock as well as its price.
22Unlike Draper and Manders (1996a,b), the construction sector is left out of the analysis in order to min-

imize the influence of possible backward linkages, i.e. direct impulses on the economy through the demand
for labour, raw materials and other capital goods in the construction of the infrastructural work.

23A better term would probably be ‘civil engineering works’. However, as in this line of the economic
literature the term ‘infrastructure’ has become a convention, we stick to the latter.

24Because rental prices of the different public capital stocks are almost impossible to compute, we were
not able to use the Tornqvist discrete approximation of the continuous Divisia index to aggregate these
stocks.

25Consequently, privatisation of these public firms does not influence our data.
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Initial capital stocks and depreciation rates are taken from preliminary data on quanti-
ties and depreciation rates of the public capital stock which were kindly provided by the
Statistics Netherlands.26 Both infrastructure and the total public capital stock cover the
1949–1993 period.

Many authors adjust the stock of public capital by an index, such as the capacity uti-
lization rate, to reflect their usage by the private sector.27 Mainly two reasons are advo-
cated for adjusting the stock of public capital. The first argument is that public capital
is a collective input which a firm must share with the rest of the economy. Since most
types of public capital are subject to congestion, the amount of public capital that one
firm may employ will be less than the total amount supplied. The second reason for ad-
justing the public capital stock is that firms might have some control on the usage of the
public capital stock in existence. For instance, a firm may have no influence on the level
of highways provided by the government, but it can vary its usage of existing highways
by choosing routes. Therefore, there are significant swings in the intensity with which
public capital is used. Other authors explicitly “... refrain from all of these possible ad-
justment procedures because of their ad hoc character and because ‘proper’ adjustment
makes virtually all results possible.” (Seitz 1993, p. 230) For the same reason, we will
also refrain from adjusting the stock of public capital by some utilization index.

On average, approximately 20 percent of the total capital stock in the Netherlands
consists of public capital. However, according to preliminary data of the Statistics Nether-
lands, almost 80 percent of all infrastructure capital belongs to the public sector. This
share has steadily declined from almost 90 percent in the early 1950s to 72 percent in
1990. The private stock of infrastructure is mainly in hands of the exposed sector.28

As can be seen in figure 1, there are large fluctuations in the capital outlays of the
public sector. Until the early 1970s public investment (in constant prices) increased sub-
stantially over the years. After 1971 the reverse happened; in 1987 public investment
was almost 40 percent below the 1971 level. Capital spending on infrastructure has the
largest share in total public investment. However, the importance of this category has
substantially decreased over time. In the 1958–1980 period almost 70 percent of all pub-
lic investment was in infrastructure, whereas in the 1980–1990 period this reduced to 58
percent. Investment in machinery and transport equipments compensated for this. The
share of investment in buildings remained constant over time, covering approximately 25
percent of public capital spending.

26The initial infrastructure stock in 1949 was set at approximately 60 billion guilders in 1990 prices. The
depreciation rate of infrastructure is taken to be almost two percent.

27See, e.g. Conrad and Seitz (1994), Deno (1988), Nadiri and Mamuneas (1994), Seitz (1994), Shah
(1992).

28In 1990 more than 80 percent of all private infrastructure investment was done by the exposed sector.
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5 The empirical analysis

In the first part of this section we will summarize the estimation method employed. The
regressions results are discussed in the second part.

5.1 The estimation procedure

In the empirical implementation of our theoretical framework of section 3, only the N
factor-demand equations defined in (19) which are inserted in the error correction model
(22) need to be estimated to obtain estimates for all parameters of the cost function. The
cost equation itself does not have to be estimated since it contains no additional informa-
tion. To keep the error correction model as simple as possible, we assume both 0 and 3
to be diagonal.29

We estimate the model for the aggregate, the exposed and the sheltered sectors of
the Dutch economy for the 1952–1993 period. In case labour is subdivided into low-
skilled and high-skilled we are forced to restrict our attention to the 1969–1993 period.
The results presented cover the case in which infrastructure is taken as our public capi-
tal measure.30 Initially, concavity in factor prices (5) is not imposed. However, in case
our estimated cost function was not concave at all datapoints, we reestimated the model
and imposed the concavity restrictions (20). For all our regressions we have used the
software-package Time Series Processor Version 4.2, and apply a seemingly unrelated-
regression procedure which accommodates cross-equation restrictions and correlations
among the disturbances by estimating the model as a system of equations.

The multivariate least squares method used is a generalized least squares method:
The disturbances of the model are assumed to be independent across observations but to
have a free covariance across equations. The objective function can be written as Q (b) =
e (b)T

(
V−1 ⊗ IT

)
e (b), where e (b) is the vector of residuals, V is an estimated covari-

ance matrix of the disturbances, and IT is the identity matrix of order of the number of
observations. V is recomputed from b (i) at each iteration, so (assuming that the distur-
bances are multivariate normal) the estimator converges to the maximum likelihood esti-
mator (implying that the standard errors are maximum likelihood estimates). The numer-
ical method used is a generalized Gauss-Newton method, in which ‘generalized’ refers to
the fact that the objective function contains a fixed weighting matrix (rather than being
a simple sum of squares). The presented standard errors are heteroscedastic-consistent
(Robust-White).

We have estimated several models. Because our main interest lies in the effect of in-
frastructure, we choose to concentrate on models ensuring second-order flexibility of the
factor-demand equations in y, t , and G, i.e. estimate the α, β, γ , δ, η and τ vectors of
parameters instead of the byy , bt , btt , bG , bGG and bt G parameters (see section 3). Espe-

29Without this assumption most off-diagonal elements of both matrices do not significantly differ from
zero. As expected, the long-run elasticities are therefore hardly affected by this assumption.

30The qualitative conclusions do not change when we use the total public capital stock.
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cially attractive is the fact that in this case the effect of public infrastructure on private
input factors is modelled somewhat more flexible. The estimated parameters of these
models will not be presented because little direct interpretation of these values is possi-
ble given the generality of the functional form. Several elasticity estimates summarize
all economically relevant information and are therefore used to present the results. First,
the elasticities are evaluated in the midpoint of the sample, i.e. 1973, and their t-statistics
are computed assuming that all variables entering the elasticities formulas—except the
parameter estimates—are constants. After that, we will look how the elasticities have
developed over time.

5.2 The estimation results

We start off with estimating the model without any prior restrictions. Irrespective of the
sector, several problems arise. For instance, concavity in factor prices is rejected by the
data. To be more precise, one parameter from the S-matrix is estimated to be positive,
whereas concavity implies that this parameter should be negative. By imposing the con-
cavity restrictions (20) we try to solve this problem. However introducing these nonlinear
restrictions into this model makes it impossible to get meaningful parameter estimates,
because now the parameter does not converge. Apparently, if this model is used, the data
does not allow us to bend the cost function in the right direction: it breaks, forcing us to
fix the obstinate parameter to zero. Furthermore, and even more seriously, the total cost
elasticity of output is a source of anxiety. Most estimates are well below 0.2, implying
incredibly high increasing rates of return. We therefore assume that the cost function is
homogeneous in output, i.e. we impose the restrictions (21) in the remainder of this paper.
This implies that the underlying production function is still allowed to exhibit increasing
returns to scale to all inputs, but that we enforce constant returns to scale to the private
input factors (CRS). This does not conflict with earlier empirical results in which con-
stant returns to scale over all inputs is usually rejected (see section 2). As already noted
in section 3, this implies that the output elasticity of infrastructure equals minus one times
the cost elasticity of infrastructure (see equation 16).

Table 2 displays the first outcomes with this restricted cost function in the midpoint of
the sample, 1973. First of all, note that the cost elasticity of public infrastructure (εCG)
has the expected negative sign in 1973 for both sectors as well as for the total private
sector. However, especially for the total and the sheltered sector, this point estimate is
large when compared with previous research (see section 2). A ten percent rise in public
infrastructure will—according to the point estimate—decrease the costs of the private
sector by almost seven percent. The cost elasticity of infrastructure for the exposed sector
of -0.07 is more in line with previous research. However, this elasticity is insignificant.
Therefore, these first results suggest that most benefits accrue to the sheltered sector.

The dependence of the sheltered sector on national infrastructure is not very surpris-
ing. Our infrastructure stock includes besides highways mainly local infrastructure such
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Table 2 Elasticity estimates in the midpoint of the sample, 1973.

Midpoint sample, 1973a

Total Sheltered Exposed
Elasticities of public infrastructure

εCG -0.676 -1.708 -0.073
(0.248) (0.340) (0.243)

εLG -0.565 -1.848 0.494
(0.360) (0.438) (0.433)

εK G -0.929 -1.212 -1.041
(0.128) (0.220) (0.183)

∂ps
G/∂t 0.092 0.040 0.081

(0.079) (0.028) (0.075)
Other interesting elasticities

εCt -0.017 0.022 -0.041
(0.006) (0.010) (0.006)

εCpL 0.697 0.779 0.631
(0.010) (0.007) (0.017)

εCpK 0.303 0.221 0.369
(0.010) (0.007) (0.017)

εLt -0.031 0.021 -0.071
(0.009) (0.012) (0.010)

εLpL -0.054 -0.042 -0.097
(0.009) (0.010) (0.022)

εLpK 0.054 0.042 0.097
(0.009) (0.010) (0.022)

εKt 0.015 0.029 0.011
(0.003) (0.004) (0.004)

εK pL 0.125 0.147 0.165
(0.019) (0.034) (0.032)

εK pK -0.125 -0.147 -0.165
(0.019) (0.034) (0.032)

aThe cost function is assumed to be homogeneous in output. The elasticities are evaluated in the midpoint of the sam-
ple, 1973. The standard errors in parentheses are heteroscedastic–consistent (Robust–White) and are computed assuming
that—apart from the parameter estimates—all variables are constants equal to their values in the midpoint of the sample.

as roads, parking places and sewer systems which are all important environmental vari-
ables for sectors like the retail trade and the service industry, which are both part of the
sheltered economy. For the exposed sector local infrastructure is not that crucial. By
definition the exposed sector depends more on international trade and therefore on only a
subset of our infrastructure stock, namely on those components that enhance international
trade, such as, e.g. highways. Maybe by disaggregating our infrastructure stock into
‘internationally-oriented’ and more ‘locally-oriented’ infrastructure, the former would
show a more significant impact on the exposed sector. However, data limitations do not
allow us to make this distinction. Furthermore, international spill-over effects from, e.g.
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foreign highway infrastructure might be important for the exposed sector. These spill-
overs are not captured by our infrastructure variable. Last, but certainly not least, the
main part of the private infrastructure stock is owned by the exposed sector. Therefore,
the exposed sector does probably not depend as much on the publicly provided part of the
total infrastructure stock as the sheltered sector which hardly invests in infrastructure.

As the table shows, the labour elasticity of infrastructure (εLG) is negative for the
total as well as for the sheltered sector.31 In the exposed sector a complementary rela-
tionship between labour and infrastructure seems to exist. Note however, that only the
point estimate for the sheltered sector differs significantly from zero. The relationship
between private and public capital stocks—as denoted by εK G)—is less ambiguous and
approximately the same for all three sectors; there is a significant substitutive relationship
between both in the midpoint of our sample. As explained in section 3, at least one of the
two private inputs must bear a substitutive relationship and outweigh the possible com-
plementary relationship in order to let infrastructure be cost saving and output augment-
ing. As the low point estimate of the cost elasticity of public infrastructure in the exposed
sector indicates, the substitutive relationship of private capital and public infrastructure
barely outweighs the (insignificant) complementary relationship between labour and pub-
lic infrastructure in that sector. As indicated by the insignificant estimate of ∂ps

G/∂t , no
correlation seems to exist between infrastructure and technological progress.

Let us now pay attention to some of the other interesting elasticities. Most of these
other elasticity estimates stay roughly the same for different models. For example, we
also estimated some models in which infrastructure was omitted. Although likelihood ra-
tio tests indicated that infrastructure should be included, the estimated elasticities hardly
changed. When comparing the models for both sectors, large differences in the effect of
technological progress on private costs attract our attention. The exposed sector has defi-
nitely been more affected by technological progress than the sheltered sector. One possi-
ble explanation for this might be the more open—and therefore more dynamic—character
of the exposed sector. In both sectors we find a complementary relationship between tech-
nological progress and private capital. However, the relationship between technological
progress and labour differs between the sectors: in the exposed sector we find a substitu-
tive relationship, whereas for the sheltered sector there seems to exist a complementary
relationship. In the exposed sector the substitutive relationship dominates, resulting in
decreasing cost over time. In the sheltered sector, both private inputs behave as comple-
ments to technological progress, which results in a theoretically implausible positive cost
elasticity of technological progress. The standard price elasticities of both private inputs
are all highly significant and have the theoretically correct sign. However, the estimated
magnitudes of these elasticities are rather low.

Table 3 shows the estimates of the dynamic parameters as well as some usual statis-

31Note that substitutability between the private inputs and infrastructure is calculated for a given output
level. Therefore, the negative effect of infrastructure on private factor demand might be counteracted by
additional output which is also generated by more infrastructure investment.
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Table 3 The dynamic parameters and some equation statistics.

1953–1993a Total private sector Sheltered sector Exposed sector
Equation: 1L 1K 1L 1K 1L 1K

Dynamic parameters
π ii 0.38 -0.01 0.34 0.01 0.35 -0.03

(0.04) (0.02) (0.06) (0.03) (0.04) (0.02)
λii 0.24 0.21 0.25 0.26 0.23 0.13

(0.08) (0.02) (0.06) (0.02) (0.09) (0.03)
Equation statistics

R2 0.75 0.95 0.71 0.98 0.73 0.86
D–W 1.77 1.76 1.74 1.59 2.17 1.89

aThe cost function is assumed to be homogeneous in output. The standard error in parentheses are heteroscedastic–
consistent (Robust–White).

tics. All dynamic parameters are pretty robust over the sectors. For both equations the
error-correction coefficients lie somewhere around the 0.2 and are highly significant. The-
refore an actual factor-demand below its long-run level leads to an increase in factor-
demand in the next period. As we restricted the off-diagonal elements of the 0-matrix
to zero, these parameters are also the eigenvalues of that matrix, which implies that the
dynamic system is definitely stable. Whereas significant short-run effects arise in the
labour-demand equations, short-run changes do not have a significant effect on invest-
ment decisions of private firms. Apparently, investment decisions are based more on
long-term considerations in stead of short-run fluctuations. The reported adjusted R2’s
indicate that the model fits the data very well. The Durbin-Watson statistics are—especial-
ly for the sheltered sector—somewhat low but do not provide evidence of misspecifica-
tion.

So far, we have analyzed the model by looking at elasticity estimates in the midpoint
of the sample. However, these elasticities may vary over time. Therefore table 4 sum-
marizes the variability of the elasticities by reporting the averages and their correspond-
ing standard deviations over our time-interval. As the bottom part of the table shows,
the standard deviations of the elasticities concerning the private inputs and technologi-
cal progress are generally very low, and their averages correspond to their midpoint esti-
mates reported in table 2. We hoped that the same would be true for the elasticities con-
cerning public infrastructure. Unfortunately, and as the upper part of the table shows,
this is clearly not the case. Not only do both factor-demand elasticities with respect to
public infrastructure alter sign during our sample period, the cost elasticity of public in-
frastructure even becomes significantly positive over time which is theoretically unjus-
tifiable (not shown). This leaves little room for interpreting the dynamic behaviour of
these elasticities.

In our opinion, it is hard to imagine why especially the cost elasticity of public capital has
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Table 4 The average elasticity estimates over time.

1953–1993a

Total Sheltered Exposed
Elasticities of public infrastructure

εCG 0.068 -1.261 1.076
(0.786) (0.913) (1.774)

εLG 0.260 -1.598 2.054
(1.171) (0.807) (3.007)

εK G -0.433 -0.290 -0.662
(0.517) (1.189) (0.474)

∂ps
G/∂t 0.136 0.062 0.121

(0.135) (0.062) (0.120)
Other interesting elasticities

εCt -0.019 0.010 -0.039
(0.002) (0.014) (0.009)

εCpL 0.689 0.758 0.634
(0.044) (0.047) (0.041)

εCpK 0.311 0.242 0.366
(0.044) (0.047) (0.041)

εLt -0.027 0.016 -0.062
(0.004) (0.006) (0.016)

εLpL -0.052 -0.053 -0.086
(0.014) (0.026) (0.025)

εLpK 0.052 0.053 0.086
(0.014) (0.026) (0.025)

εKt 0.001 0.003 0.001
(0.013) (0.040) (0.009)

εK pL 0.112 0.156 0.146
(0.013) (0.051) (0.024)

εK pK -0.112 -0.156 -0.146
(0.013) (0.051) (0.024)

aThe cost function is assumed to be homogeneous in output. The elasticities estimates are averages over the 1953–1993
period. The standard errors in parentheses are computed assuming that the parameter estimates are constants.

changed so dramatically over time. We therefore impose that the 95 percent confidence
interval around this elasticity has a maximum band width of approximately 1, i.e. the
standard deviation of the cost elasticity of public capital over time is bounded by 1

4 . We
implemented this prior by adding the following equation to our system:32

ut = ε̄CG + ∂C∗

∂G

G

C∗
, (23)

where ut ∼ i id
(
0, 1

16

)
and which is uncorrelated with the residuals of the factor-demand

32See, e.g. Jugde et al. (1985) for an introduction in estimation methods using stochastic prior informa-
tion.
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equations. Furthermore, ε̄CG represents a new parameter which equals the average cost
elasticity of public infrastructure over time. Note that we do not impose restrictions on
the level of this new parameter ε̄CG; only its standard deviation over time is bounded.

Table 5 Elasticity estimates—using a prior on the bandwith of the cost elasticity
of infrastructure—in the midpoint of the sample, 1973 and over time.

Midpoint sample, 1973a 1953–1993b

Total Sheltered Exposed Total Sheltered Exposed
Elasticities of public infrastructure

εCG -0.525 -0.528 -0.364 -0.308 -0.283 -0.201
(0.120) (0.098) (0.126) (0.114) (0.143) (0.086)

εLG -0.358 -0.368 0.018 -0.243 -0.363 0.187
(0.165) (0.133) (0.201) (0.236) (0.288) (0.353)

εK G -0.930 -1.103 -1.074 -0.526 -0.265 -0.852
(0.100) (0.210) (0.138) (0.519) (1.070) (0.544)

∂ps
G/∂t -0.008 -0.007 0.008 -0.032 -0.020 0.005

(0.012) (0.004) (0.010) (0.043) (0.027) (0.008)
Other interesting elasticities

εCt -0.025 -0.008 -0.040 -0.017 -0.009 -0.026
(0.004) (0.004) (0.005) (0.011) (0.007) (0.018)

εCpL 0.707 0.783 0.650 0.687 0.761 0.624
(0.311) (0.003) (0.005) (0.044) (0.050) (0.040)

εCpK 0.293 0.217 0.350 0.313 0.239 0.376
(0.003) (0.003) (0.005) (0.044) (0.050) (0.040)

εLt -0.042 -0.018 -0.069 -0.025 -0.009 -0.044
(0.006) (0.004) (0.008) (0.016) (0.008) (0.028)

εLpL -0.051 -0.035 -0.086 -0.052 -0.045 -0.087
(0.007) (0.009) (0.015) (0.014) (0.022) (0.025)

εLpK 0.051 0.035 0.086 0.052 0.045 0.087
(0.007) (0.009) (0.015) (0.014) (0.022) (0.025)

εKt 0.015 0.027 0.012 0.004 -0.001 0.006
(0.003) (0.004) (0.003) (0.013) (0.035) (0.008)

εK pL 0.122 0.126 0.160 0.110 0.133 0.141
(0.016) (0.032) (0.027) (0.012) (0.043) (0.022)

εK pK -0.122 -0.126 -0.160 -0.110 -0.133 -0.141
(0.016) (0.032) (0.027) (0.012) (0.043) (0.022)

The cost function is assumed to be homogeneous in output. The cost elasticity of public capital is assumed to lie between
a certain bandwith.
aThe elasticities are evaluated in the midpoint of the sample, 1973. The standard errors in parentheses are heteroscedastic–
consistent (Robust–White) and are computed assuming that—apart from the parameter estimates—all variables are con-
stants equal to their values in the midpoint of the sample.
bThe elasticities estimates are averages over the 1953–1993 period. The standard errors in parentheses are computed
assuming that the parameter estimates are constants.

Together with the factor-demand equations in error correction form, as defined by
equations (19) and (22), we reestimated the system. The results are presented in table
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5. As the right-hand side of that table shows, the standard deviation of the cost elastic-
ity of public infrastructure over time is relatively low compared to our previous results.
Of course this is not surprising, because we have enforced this elasticity to stay within a
certain band width. However, we did not impose restrictions on the size of this elasticity
and its standard deviation at each separate data point. For both sectors and their aggre-
gate, table 5 shows that this cost elasticity is indeed negative and highly significant in the
midpoint of our sample. Therefore, public infrastructure plays a significant role in the
production process of the private firms. As both tables show, again the effect of public
infrastructure on the sheltered sector of the economy is more important than its effect on
the exposed sector. On average the cost elasticities of infrastructure for the aggregated,
the sheltered and the exposed sectors are respectively -0.31, -0.28 and -0.20, which is—in
absolute sense—still somewhat high, but are not out of line with previous research. The
dynamic parameters hardly change at all and are therefore not reported.

Figure 2 The cost elasticity of public capital (εCG) and his 95% confidence in-
terval for the sheltered and the exposed sector, 1953–1993.
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Figure 2 shows the development of the cost elasticity of public infrastructure and its
95 percent confidence interval over time. Clearly the point estimates of the exposed sec-
tor are often insignificant whereas this is seldom the case for the sheltered sector. Fur-
thermore, although both parts in figure 2 show that the cost elasticities of public capital
develop similarly in both sectors, the elasticity for the sheltered sector shows larger os-
cillations, indicating that this sector is more vulnerable to changes in the stock of public
infrastructure than the exposed sector.

The pattern is clear in both pictures. The build up of infrastructural works after World
War II increased the effect of infrastructure on the private sector. Its influence peaks in
the early seventies, just a couple of years after government investment has reached its
highest overall level (see figure 1). After a lag of approximately two or three years, the
cut-backs in public infrastructure expenditure start to affect the private sector; the influ-
ence of infrastructure diminishes. After the eighties the curves of the sheltered and the
exposed sector show different patterns. Whereas the effect of infrastructure on the ex-



23

posed sector is becoming more volatile and often insignificant, its influence on the shel-
tered sector steadily increases. Because public investment did not substantially rise in the
early nineties, which suggests that the infrastructural projects in that period were aimed
at solving domestically oriented problems, and/or the sheltered sector found a way to use
the available infrastructure more efficiently.

Another positive aspect of introducing the prior-equation (23) is that we now find a
substitutive relationship between labour and technological progress in the sheltered sec-
tor. Despite the use of our prior, all other elasticities roughly stay the same. This also
holds for both factor-demand elasticities with respect to infrastructure: still no clear pic-
ture emerges from the relationships between the private inputs and infrastructure. As be-
fore, in the midpoint private capital and infrastructure behave as substitutes in all sec-
tors. The relationship between labour and public infrastructure is ambiguous. For the
exposed sector we again find an insignificant complementary relationship, whereas a sig-
nificant substitutive relationship prevails in the sheltered sector. However, over time and
for all sectors, both elasticities alter sign. For instance, in the first half and in the last
two years of our sample private capital of the sheltered sector behaves as a complement
to infrastructure, whereas the opposite prevails between 1972 and 1991. The pattern be-
tween labour and public infrastructure roughly mirrors the pattern between the two capital
stocks. Therefore, despite the fact that most empirical research report a complementary
relationship between public and private capital, we come up with very mixed results. As
indicated by the insignificant estimate of ∂ps

G/∂t , still no relationship between infrastruc-
ture and technological progress is found.

To test the robustness of the model and to remove some potential autocorrelation prob-
lems, we opt for putting a lag on our infrastructure variable. Furthermore, the lumpy
character of infrastructure investment implies that the private sector needs some time to
adapt to new infrastructure. Noting the pattern of the public investment share and labour
productivity growth, as depicted in figure 1, and the reaction lag we observed when dis-
cussing figure 2, we choose a two-year lag on our infrastructure variable. An additional
advantage of introducing this two-year lag on infrastructure is that it might remove fears
concerning the causality between infrastructure and our private variables. The theoretical
model underlying our regressions assumes that infrastructure influences the private sec-
tor. No room is left open for the private sector to influence the decision-making process
that underlie the investments in infrastructure. Generating similar conclusions as before
can be seen as indirect proof that our causality assumptions are correct.

The tables evaluating the elasticity estimates in the midpoint of our sample and over
time are displayed in appendix D. A comparison of these results with the previous ones
reveals that the differences between the two sectors are being amplified. As figure 3
shows, especially the cost elasticity of infrastructure is becoming larger in the sheltered
sector, whereas for the exposed sector the estimated effect of infrastructure on costs is
becoming insignificant at every datapoint. For the aggregate sector the absolute value
of the cost elasticity of infrastructure is in general somewhat larger than for the exposed
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Figure 3 The cost elasticity of public capital (εCG) and his 95% confidence in-
terval for the sheltered and the exposed sector using a two-year lag on
infrastructure, 1953–1993.
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sector but—in contrast with our earlier results—also often estimated to be insignificant.
The magnitude of the cost elasticity for both the aggregate as well as the exposed sector—
respectively -0.07 and -0.05—are in line with previous research. However, the average
cost elasticity of infrastructure for the sheltered sector has become more negative (-0.45).
As before, the relationship between public infrastructure and factor-demand is unclear.
Therefore, these results do not contradict our previous outcomes. On the contrary, they
strengthen our conclusion that especially the sheltered sector is depending on the stock
of infrastructure.

To increase the degrees of freedom and to further check whether the effect of infrastruc-
ture on both the exposed and the sheltered sector is statistically the same, we constructed
a panel dataset covering both sectors. In our first panel regression all parameters are mod-
elled to be sector-specific. As expected, the outcomes resemble our previous results (not
shown). In the next step we assume the effect of infrastructure to be the same over both
sectors (not shown). A likelihood ratio test indicates that this assumption is strongly re-
jected by the data. Further panel regressions—restricting other parameters—reveal that
it is almost impossible to get reasonable panel data estimates at all and that most restric-
tions are rejected by the data. Apparently the exposed and the sheltered sector are very
dissimilar and should therefore be modelled separately.

Other ways in which we checked the robustness of the outcomes is by changing the
initial private capital stocks and their depreciation rates. The conclusions do not alter (not
shown). These results strengthen our impression that the findings are very robust.

As already noted, despite the fact that the estimates of the price elasticities are highly
significant, their estimates are extremely low. Using a similar specification without in-
frastructure for the Dutch economy covering the 1972–1993 period, Draper and Man-
ders (1996a) report price elasticities for aggregate labour ranging from -0.02 in the ex-
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posed and -0.05 in the sheltered sector which are in line with our own findings. However,
by subdividing labour into low-skilled and high-skilled labour their price elasticities rise
considerably, but are still well below unity. To check whether the same prevails in our
model using infrastructure, and to see whether infrastructure has a different effect on low-
skilled versus high-skilled labour, we will now concentrate on the 1969–1993 period for
which disaggregated labour data is available. Note that by using this shorter time interval
the degrees of freedom are severely reduced. This might result in less precise elasticity
estimates.

Before estimating the model using the two labour inputs, we first estimated the same
model as before for the 1969–1993 period. As shown in appendix E, the standard elas-
ticity estimates, i.e. those without infrastructure, are again pretty robust; none of the sig-
nificant elasticities alter sign and their magnitudes are still very low and are comparable
with our previous results. However, the absolute size of all elasticities of infrastructure
definitely increases. For instance, the overall effect of infrastructure on private cost rises
considerably. By using the shorter time interval our point estimates of the cost elasticity
of infrastructure in the sheltered sector even surpass our previous results which already
were high as compared to other research; now the point estimates suggest that a one per-
cent rise in infrastructure decreases cost by approximately one percent. In line with our
previous results is the finding that the sheltered sector has benefited more from infrastruc-
ture than the exposed sector of the Dutch economy. However, this time we find a signifi-
cant substitutive relationship between aggregate labour and infrastructure which does not
alter sign during our (short) time interval. The relationship between private capital and
infrastructure is still unclear.

Keeping these results in mind, we now divide labour into high-skilled and low-skilled
labour, and reestimate the expanded model. The results are presented in appendix E and
confirm the outcomes of Draper and Manders (1996a,b): the price elasticities of both
labour inputs are much higher than the price elasticity of our aggregated labour input.
The main difference with the outcomes of Draper and Manders (1996a,b) is that we come
up with a complementary relationship between low-skilled labour and private capital,
whereas they found a substitutive relationship. High-skilled labour and private capital are
substitutes. The overall effect of infrastructure on private cost is approximately the same
as when we use the aggregated labour variable over the short time interval; the cost elas-
ticity of public infrastructure is incredibly large. Infrastructure seems to have the opposite
effect on low-skilled labour as compared to its effect on high-skilled labour. Whereas a
clear substitutive relationship between low-skilled labour and infrastructure prevails, the
point estimates of εLh G suggest that high-skilled labour and infrastructure are comple-
ments. Note however, that the magnitudes of these factor-demand elasticities with re-
spect to infrastructure are incredibly large. This might indicate a structural break during
the 1953–1993 period. However, likelihood ratio tests indicate that including dummy-
variables in the models covering the entire sample period does not significantly increase
their likelihood functions. Apparently, it is the reduction in degrees of freedom that has
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large consequences for the precision of the coefficients concerning infrastructure. This
is not very surprising, as using a shorter time interval reduces the variability of—and
therefore the information contained in—especially our infrastructure stock. Infrastruc-
ture then starts to resemble the trend variable and consequently causes multicollinearity
problems. This might explain the opposite effect infrastructure has on low-skilled versus
high-skilled labour; the amount of high-skilled labour has continuously increased over
the 1969–1993 period, whereas the opposite prevails for low-skilled labour.

6 Concluding remarks

After having incorporated a public capital variable in a symmetric generalized McFadden
cost function, our empirical analyses yielded some very interesting results. For the post-
World War II period in the Netherlands we found a significant influence of infrastructure
on output and production costs of the private sector. A ten percent rise in the stock of
public infrastructure has reduced the cost of the private economy on average by three per-
cent.33 This is somewhat high, but still in line with previous research. However, neither
labour nor private capital has a very distinct relationship with infrastructure: sometimes
private inputs behave as substitutes for public infrastructure, at other times there seems
to exist a complementary relationship between them.

Looking at a sectoral level reveals large differences between the exposed and the shel-
tered sector of the Dutch economy. As a more substitutive relationship between both pri-
vate inputs and infrastructure exists in the sheltered sector, the cost and output of this
sector significantly benefited from increases in infrastructure. In the exposed sector, the
quantitatively smaller substitutive and larger complementary effects of infrastructure on
both private inputs almost level off, which results in a statistically insignificant cost elas-
ticity of infrastructure. No significant relationship between public infrastructure and tech-
nological progress is found in either sector.34

Placing a two-year lag on our infrastructure stock amplifies the differences between
the sheltered and the exposed sector. Whereas the point estimate of the cost elasticity
of infrastructure is insignificant for the exposed sector in every year, it is always highly
significant for the sheltered sector. Despite its insignificance, the cost elasticity of infra-
structure of the exposed sector (on average -0.05) is in line with previous research. The
estimated effect of infrastructure on the costs of the sheltered sector is somewhat large
(on average -0.45) as compared to previous research.

33In 1993 the cost elasticity of public infrastructure is approximately -0.25. Given the public infrastructure
stock and the production costs of the private sector, this implies that an increase of the public infrastructure
stock by 1 billion guilders would have decreased the production costs of the private sector by approximately
625 million guilders.

34Roughly 20 percent of the cost benefits as computed in footnote 33 of a 1 billion increase in the stock
of public infrastructure in 1993 accrues to the exposed sector. The remaining 80 percent are cost reductions
of the sheltered sector.
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The insignificant effect of infrastructure on output and production cost of the exposed
sector can be explained by referring to the fact that only a small part of our infrastruc-
ture variable is relevant for that sector. The exposed sector—by definition internationally
oriented—is dependent upon those components of the infrastructure stock that enhance
international trade. However, highways and other ‘internationally-oriented’ infrastruc-
ture only play a minor role in our infrastructure variable. The sheltered sector benefits
mainly from ‘locally-oriented’ infrastructure, which forms the major part of our infra-
structure stock. Furthermore, foreign infrastructure might be expected to be equally im-
portant to the exposed sector and is not included as an additional variable. Finally, the
exposed sector is probably not that dependent on the publicly provided part of infrastruc-
ture as is the sheltered sector, because the exposed sector itself invests in infrastructural
works. Nowadays, more than 80 percent of the private infrastructure investment is done
by the exposed sector, which means that approximately 25 percent of all infrastructure in-
vestments in the Netherlands is conducted by the exposed sector. Therefore, the exposed
sector is probably not that dependent upon the publicly provided part of the total infra-
structure stock as is the sector which hardly invests in infrastructure, i.e. the sheltered
sector.

Disaggregating the labour-input variable into low-skilled and high-skilled labour re-
veals that especially low-skilled labour has a substitutive relationship with infrastructure,
whereas high-skilled labour often bears a complementary relationship with infrastructure.
However, the point estimates are very imprecise, possibly because of the loss in degrees
of freedom as the number of variables increases and the sample size decreases. Further-
more, as multicollinearity problems are raised, it is almost impossible to interpret these
findings.

A final word of caution pertains to extrapolating these findings into the future. Even if in-
frastructure has been highly productive in the past—which is what this study suggests—
this does not imply that future investment be similarly productive. The economic ad-
vantages associated with future infrastucture may be different from those of past infra-
structure. For instance, it could be very beneficial to build a network of highways while
expanding this network may yield substantially less benefits. Simply looking at past pat-
terns might tell very little about future effects of public invesment.

Furthermore, as this study has shown, we are a long way from obtaining parameter
estimates which are sufficiently precise so as to enable us to plug in values for new infra-
structure stock and other variables in an estimated econometric model and obtain reliable
estimates of future economic benefits. This may well be due to the heterogeneous charac-
ter of infrastructure investments. All proposed new infrastructure projects should there-
fore still be subjected to cost-benefit analysis. Aggregate regression results, as the ones
presented in this paper, cannot guide actual investment spending. Cost-benefit analysis
may give more reliable estimates of the net benefits of any specific investment project or
may be helpful to determine priorities between competing projects.
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A Second-order flexibility and the number of parameters in the cost
function

In this appendix we will elaborate on the linear homogeneity property of C∗ in prices.
Using this property we will derive the number of free parameters necessary to make our
candidate cost function flexible. A functional form is flexible if it can provide a second-
order approximation to an arbitrary twice continuously differentiable function that satis-
fies the regularity conditions defined in equations (2) to (7).35

Let p � 0N , y > 0, t > 0, and G > 0 and let C∗ be twice continuously differentiable
with respect to its N+3 arguments at (p, y, t,G). Then the linear homogeneity property
of C∗ in p and Euler’s Theorem on homogenous functions implies the following N + 4
restrictions on the first and second-order derivatives of C∗:

pT∇pC∗ (p, y, t,G) = C∗ (p, y, t,G) , (A.1)

pT∇2
ppC∗ (p, y, t,G) = 0T

N , (A.2)

pT∇2
py C∗ (p, y, t,G) = ∇y C∗ (p, y, t,G) , (A.3)

pT∇2
pt C
∗ (p, y, t,G) = ∇t C

∗ (p, y, t,G) , (A.4)

pT∇2
pGC∗ (p, y, t,G) = ∇GC∗ (p, y, t,G) . (A.5)

The twice continuous differentiability assumption on C∗ and Young’s Theorem in
calculus imply the following (N + 3) (N + 2) /2 symmetry restrictions on the second-
order derivatives of C∗:

∇2C∗ (p, y, t,G) = [∇2C∗ (p, y, t,G)
]T

, (A.6)

where ∇2C∗ denotes the (N + 3) × (N + 3) matrix of second-order partial derivatives
of C∗ with respect to all of its N + 3 arguments, (p1, . . . , pN , y, t,G).

Therefore a twice continuously differentiable cost function C at the point (p, y, t,G)
is flexible if and only if it contains enough free parameters so that the following 1 +
(N + 3)+ (N + 3)2 equations can be satisfied:

C (p, y, t,G) = C∗ (p, y, t,G) , (A.7)

∇C (p, y, t,G) = ∇C∗ (p, y, t,G) , (A.8)

∇2C (p, y, t,G) = ∇2C∗ (p, y, t,G) . (A.9)

Hence the level, all N + 3 first-order derivatives and all (N + 3)2 second-order partial
derivatives of C and C∗ coincide at (p, y, t,G).

35Diewert’s (1974, p. 113) original definition of flexibility was called a second-order differential approx-
imation by Lau (1978, p. 184). On the equivalence of differential approximations to other concepts of
second-order approximations, see Barnett (1983, pp. 19–21).
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If we impose linear homogeneity in prices in our candidate function for flexibility
C, then C will also satisfy the (N + 4) + (N + 3) (N + 2) /2 restrictions (A.1)–(A.6).
Hence, in order to be flexible, C must contain at least N (N + 7) /2+ 6 free parameters.
Therefore the cost function we use contains at least N (N + 7) /2+ 6 free parameters.

B The construction of quantities and prices of the private capital
stocks

This appendix goes into the construction of the total private capital stock and its price. To
get accurate data, we build up both measures from investment data on prices and quanti-
ties of structures (buildings) and equipment (machinery and equipment). Both the stock
of private structures and the stock of private equipment (K j ) are constructed through the
perpetual inventory method, i.e. through the accumulation of investments (I j ), assuming
a depreciation rate constant over time but varying over type and sector (δ j ):

K j
t =

(
1− δ j ) K j

t−1 + I j
t−1, (B.10)

where j stands for structures or equipment. Both stocks are available from 1952 until
1993. Initial capital stocks and depreciation rates are taken from preliminary data on
quantities and depreciations of the private capital stock which were kindly provided by
the Statistics Netherlands. The depreciation rate of structures equals two percent for both
sectors, whereas the depreciation rate of equipment is set to five percent in the exposed
sector and eight percent in the sheltered. In prices of 1990 the initial stock of structures for
the exposed sector is set at 250 billion guilders, whereas for the sheltered sector this stock
equals almost 100 billion guilders. The initial stocks of equipment equal approximately
70 billion and 14 billion guilders for the exposed and sheltered sectors of the economy
respectively.

Measuring the cost of private capital poses a particular problem. One option is to use
an interest rate as an approximation. However, the quality of this approximation is proba-
bly quit poor. Another option would be to assume that the value of output equals the total
costs of production, i.e. assume perfect competition and constant returns to scale in the
private inputs, as is done by, e.g. Draper and Manders (1996a,b). Using such an account-
ing identity, it is possible to derive the cost of capital from value added, the costs of other
inputs and the stock of private capital. However, because the private revenues of public
capital are also part of the operating surplus, this approach will not be followed, and a Jor-
genson rental price of private capital has been constructed. Following Jorgenson (1986)
the user cost of both parts of the private capital stock, i.e. structures and equipment, can
each be expressed as a function of the interest rate, tax parameters and the investment
price index:

p j
k =

(
1−wir j − u ∗ ia j

)
(1− u)

[
(1− u) r + δ j + risk j − π̂ j

]
p j

inv , (B.11)
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where j stands for structures or equipment. The corporate tax rate is given by u, and
wir j and ia j stand for certain fiscal tax reductions. The long-term interest rate on state
loans is given by r, δ j is the depreciation rate, and risk j is a mark-up for risk, which we
set at two percentage points.36 The price index of investment is given by p j

inv and π̂ j is
the expected inflation of investment goods. The expected inflation of investment goods
is calculated by using the formula

π̂
j
t = απ̂ j

t−1 + (1− α) π j
t−1, (B.12)

where we picked α = 0.1, and where π j
t−1 is the realized inflation of investment good j

in period t − 1.37

Once these rental prices and capital service flows are measured separately, they must
be aggregated to get the total stock of private capital and the aggregate rental price of pri-
vate capital. We assume that private capital is instantaneously adjustable and employ the
familiar Tornqvist discrete approximation to the continuous Divisia index. The Tornqvist
approximation of the Divisia index has attractive properties. Diewert (1976) has shown
that it can be viewed as an exact index corresponding to a second-order approximation in
logarithms to an arbitrary production or cost function.38 In particular, this index places
no prior restrictions on the substitution elasticities among the goods being aggregated.
With the Tornqvist approximation, the change in aggregate private capital service flow
is a weighted sum of the changes in both asset-specific private capital stocks, where the
weights are relative cost shares:

ln
Kt

Kt−1
=

2∑
j=1

s̄ j,t ln
K j

t

K j
t−1

, s̄ j
t ≡

1

2

(
s j

t + s j
t−1

)
,

s j
t ≡

p j
k,t K j

t

2∑
j=1

p j
k,t K j

t

. (B.13)

When the aggregate private capital quantity index is computed using the above equation,
the implicit aggregate rental price of private capital can be derived by:

pk =

2∑
j=1

p j
k,t K j

t

Kt
. (B.14)

As emphasized by emphasized by Jorgenson and Griliches (1967), an important fea-
ture of aggregate capital growth is that Divisia aggregation can generate very different
growth rate results compared with the direct summation or aggregation of capital. For

36A lower risk premium sometimes leads to negative capital rental prices.
37See Broer and Jansen (1989).
38See Caves et al. (1982) for further discussion.
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example, suppose that the composition of capital changes because investment is grow-
ing faster for shorter-lived equipment than for longer-lived structures. As a result, since
the depreciation rate for equipment is larger than that for structures it is clear that, ceteris
paribus, the rental price of equipment will be larger than the rental price of structures (see
equation (B.11)). This implies that the growth of equipment investment will be weighted
more highly than growth in structures in the Divisia aggregation, and aggregate capital
computed using this Divisia index will grow at a larger rate than aggregate capital calcu-
lated using direct aggregation. The economic intuition underlying this is that because of
the shorter life of equipment, the investor needs to require more services per year from
a given dollar of investment in equipment than in structures, i.e. a dollar’s worth of in-
vestment in equipment has higher ‘quality’ (in terms of service flow per dollar) than a
dollar’s worth of investment in structures.

C The data

This appendix gives all data used in the final stage of our empirical analysis. All prices
equal one in the base year 1973.
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Table C.1 Data aggregate private sector.

Yeara pY Y pL L PLl Ll PLh Lh PK K G
1950 26.654
1951 27.992
1952 0.462 33.767 0.100 66.468 0.388 9.383 29.393
1953 0.455 35.841 0.104 66.324 0.391 9.372 30.505
1954 0.461 39.720 0.116 68.069 0.400 9.416 32.742
1955 0.488 42.731 0.129 68.954 0.401 9.576 34.254
1956 0.508 44.618 0.143 69.158 0.422 9.879 35.791
1957 0.537 45.799 0.161 68.820 0.481 10.271 37.582
1958 0.542 45.179 0.169 67.962 0.466 10.665 39.395
1959 0.555 47.091 0.175 68.523 0.469 10.875 40.859
1960 0.565 52.140 0.193 70.064 0.516 11.165 42.541
1961 0.574 53.770 0.218 68.322 0.527 11.582 44.369
1962 0.586 56.538 0.237 68.386 0.553 12.072 46.514
1963 0.609 58.701 0.266 67.604 0.564 12.597 48.899
1964 0.649 64.040 0.309 68.181 0.641 13.095 51.625
1965 0.676 68.053 0.351 67.621 0.683 13.656 54.700
1966 0.701 69.794 0.393 67.336 0.768 14.244 57.668
1967 0.719 73.510 0.432 66.554 0.769 14.899 60.699
1968 0.730 79.194 0.477 66.482 0.809 15.583 64.034
1969 0.785 85.904 0.558 65.933 0.569 41.933 0.566 22.856 0.952 16.381 67.836
1970 0.811 92.017 0.643 65.392 0.653 41.030 0.651 23.511 1.017 17.147 71.360
1971 0.858 95.076 0.737 64.714 0.744 40.061 0.744 24.091 0.940 18.123 74.997
1972 0.931 97.873 0.846 62.128 0.850 37.912 0.849 23.947 0.893 18.945 78.981
1973 1.000 104.706 1.000 60.837 1.000 36.622 1.000 24.216 1.000 19.681 82.300
1974 1.075 110.487 1.186 59.652 1.180 35.413 1.182 24.497 1.110 20.581 85.077
1975 1.162 107.105 1.372 57.452 1.358 33.620 1.362 24.328 0.977 21.542 87.574
1976 1.248 114.232 1.512 57.347 1.494 33.058 1.492 25.042 0.980 22.257 90.164
1977 1.301 116.830 1.665 56.540 1.639 32.145 1.635 25.376 0.906 22.869 92.662
1978 1.353 121.242 1.820 55.665 1.774 30.309 1.758 27.050 0.901 23.735 94.701
1979 1.388 125.853 1.962 55.616 1.895 28.955 1.866 29.084 1.020 24.627 96.438
1980 1.433 126.521 2.075 55.868 2.005 27.757 1.928 31.278 1.195 25.545 97.995
1981 1.470 127.560 2.171 54.805 2.102 25.924 1.972 32.708 1.472 26.266 99.582
1982 1.563 127.640 2.298 53.326 2.237 24.478 2.056 32.975 1.418 26.690 100.993
1983 1.615 128.909 2.393 52.070 2.343 23.154 2.110 33.348 1.322 27.059 102.130
1984 1.633 135.062 2.437 51.543 2.408 22.409 2.122 33.786 1.509 27.535 103.162
1985 1.660 138.354 2.584 50.799 2.569 21.661 2.227 33.959 1.522 28.113 104.432
1986 1.709 143.667 2.691 51.512 2.679 21.367 2.301 35.350 1.502 28.908 105.535
1987 1.719 145.883 2.745 52.445 2.739 21.152 2.331 36.912 1.634 29.909 106.445
1988 1.748 151.280 2.770 53.644 2.767 21.000 2.337 38.723 1.960 30.894 107.318
1989 1.779 159.518 2.827 54.560 2.825 20.725 2.371 40.352 2.329 31.812 108.283
1990 1.793 167.465 2.948 55.809 2.976 19.910 2.434 43.253 2.802 32.832 109.031
1991 1.821 172.284 3.088 56.757 3.166 19.705 2.519 44.825 2.879 33.846 109.926
1992 1.850 174.155 3.206 57.765 3.362 19.250 2.571 46.873 2.838 34.868 110.731
1993 1.864 174.512 3.290 57.583 3.452 18.518 2.628 47.752 2.523 35.819 111.588

aThe aggregate private sector consists of the sheltered and the exposed sectors of the Dutch private economy. All price
indices (pY , pL , pLl and pLh ) and the price of capital (pK ) are normalized to unity in 1973. The real values (in billions
of Dutch guilders) of output (Y ), total labour (L), low–skilled labour (Ll ), high–skilled labour (Lh ) and private capital
(K) are calculated by dividing their nominal value by their corresponding price series. Public capital is also expressed in
1973 prices.
Source: CPB Netherlands Bureau of Economic Policy Analysis and Statistics Netherlands.
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Table C.2 Data sheltered sector.

Yeara pY Y pL L PLl Ll PLh Lh PK K G
1950 26.654
1951 27.992
1952 0.355 14.264 0.104 18.660 0.504 2.212 29.393
1953 0.356 15.022 0.108 18.697 0.495 2.169 30.505
1954 0.353 16.641 0.121 19.044 0.493 2.149 32.742
1955 0.395 17.864 0.133 19.431 0.487 2.168 34.254
1956 0.412 18.932 0.147 19.663 0.506 2.230 35.791
1957 0.429 18.914 0.164 19.867 0.573 2.304 37.582
1958 0.446 18.376 0.173 20.025 0.551 2.351 39.395
1959 0.464 19.134 0.178 20.440 0.551 2.362 40.859
1960 0.471 20.085 0.193 21.089 0.602 2.422 42.541
1961 0.491 21.209 0.215 21.014 0.609 2.508 44.369
1962 0.514 22.631 0.230 21.391 0.624 2.634 46.514
1963 0.528 23.956 0.256 21.832 0.633 2.777 48.899
1964 0.578 25.371 0.300 22.380 0.711 2.942 51.625
1965 0.600 27.202 0.338 22.601 0.748 3.126 54.700
1966 0.632 27.805 0.381 22.957 0.833 3.331 57.668
1967 0.653 29.092 0.417 23.406 0.825 3.517 60.699
1968 0.675 30.847 0.467 24.035 0.854 3.729 64.034
1969 0.743 32.903 0.558 24.243 0.573 14.023 0.556 9.854 0.990 4.002 67.836
1970 0.801 35.100 0.647 24.392 0.661 13.953 0.647 10.162 1.056 4.256 71.360
1971 0.852 36.576 0.747 24.389 0.757 13.796 0.747 10.409 0.962 4.582 74.997
1972 0.928 37.511 0.848 23.999 0.854 13.422 0.848 10.486 0.903 4.836 78.981
1973 1.000 40.052 1.000 23.680 1.000 13.092 1.000 10.588 1.000 5.096 82.300
1974 1.097 42.612 1.189 23.438 1.181 12.808 1.189 10.719 1.117 5.393 85.077
1975 1.204 42.617 1.378 22.919 1.359 12.378 1.377 10.715 0.986 5.679 87.574
1976 1.295 45.283 1.528 23.358 1.501 12.351 1.511 11.340 0.990 5.880 90.164
1977 1.380 47.000 1.707 23.334 1.672 12.075 1.673 11.747 0.891 6.125 92.662
1978 1.470 49.091 1.870 23.467 1.803 11.396 1.795 13.004 0.871 6.442 94.701
1979 1.532 51.262 2.016 23.802 1.915 10.805 1.897 14.389 0.990 6.744 96.438
1980 1.624 51.286 2.139 24.099 2.027 10.218 1.962 15.718 1.178 7.080 97.995
1981 1.709 50.379 2.234 23.851 2.114 9.405 2.001 16.682 1.496 7.329 99.582
1982 1.806 50.163 2.364 23.230 2.254 8.891 2.092 16.678 1.466 7.488 100.993
1983 1.906 50.065 2.469 22.848 2.373 8.478 2.157 16.828 1.385 7.606 102.130
1984 1.937 51.688 2.478 23.125 2.400 8.372 2.143 17.363 1.599 7.755 103.162
1985 1.958 53.456 2.648 22.682 2.588 8.007 2.267 17.357 1.640 7.962 104.432
1986 2.012 55.863 2.747 23.307 2.693 8.027 2.336 18.154 1.603 8.258 105.535
1987 2.030 57.395 2.780 24.006 2.735 8.061 2.349 19.027 1.749 8.654 106.445
1988 2.056 59.473 2.804 25.007 2.766 8.183 2.355 20.164 2.095 9.131 107.318
1989 2.100 63.244 2.866 25.816 2.837 8.226 2.392 21.169 2.488 9.589 108.283
1990 2.148 66.550 2.999 26.767 2.972 8.109 2.484 22.616 2.987 10.066 109.031
1991 2.191 68.905 3.138 27.660 3.133 8.064 2.577 23.872 3.068 10.572 109.926
1992 2.269 69.724 3.240 28.463 3.240 7.803 2.640 25.355 3.021 11.130 110.731
1993 2.327 70.374 3.327 28.951 3.335 7.654 2.698 26.240 2.683 11.673 111.588

aAll price indices (pY , pL , pLl and pLh ) and the price of capital (pK ) are normalized to unity in 1973. The real values
(in billions of Dutch guilders) of output (Y ), total labour (L), low–skilled labour (Ll ), high–skilled labour (Lh ) and pri-
vate capital (K) are calculated by dividing their nominal value by their corresponding price series. Public capital is also
expressed in 1973 prices.
Source: CPB Netherlands Bureau of Economic Policy Analysis and Statistics Netherlands.
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Table C.3 Data exposed sector.

Yeara pY Y pL L PLl Ll PLh Lh PK K G
1950 26.654
1951 27.992
1952 0.539 19.503 0.098 47.808 0.352 7.171 29.393
1953 0.526 20.820 0.103 47.627 0.360 7.203 30.505
1954 0.539 23.079 0.114 49.025 0.372 7.267 32.742
1955 0.556 24.868 0.127 49.523 0.376 7.408 34.254
1956 0.578 25.687 0.142 49.495 0.398 7.649 35.791
1957 0.612 26.885 0.160 48.953 0.454 7.967 37.582
1958 0.607 26.803 0.168 47.937 0.442 8.314 39.395
1959 0.618 27.957 0.174 48.083 0.446 8.513 40.859
1960 0.623 32.055 0.192 48.975 0.492 8.742 42.541
1961 0.629 32.561 0.219 47.308 0.504 9.074 44.369
1962 0.635 33.906 0.240 46.994 0.533 9.439 46.514
1963 0.664 34.745 0.270 45.772 0.544 9.820 48.899
1964 0.695 38.668 0.314 45.801 0.620 10.154 51.625
1965 0.727 40.851 0.357 45.020 0.663 10.530 54.700
1966 0.747 41.988 0.399 44.378 0.748 10.913 57.668
1967 0.762 44.418 0.440 43.148 0.752 11.382 60.699
1968 0.765 48.346 0.483 42.447 0.795 11.854 64.034
1969 0.811 53.000 0.558 41.690 0.567 27.910 0.573 13.002 0.940 12.379 67.836
1970 0.817 56.917 0.641 41.000 0.648 27.077 0.654 13.349 1.004 12.891 71.360
1971 0.862 58.500 0.732 40.325 0.737 26.265 0.741 13.683 0.933 13.541 74.997
1972 0.932 60.362 0.845 38.129 0.848 24.490 0.850 13.461 0.889 14.110 78.981
1973 1.000 64.654 1.000 37.158 1.000 23.530 1.000 13.628 1.000 14.585 82.300
1974 1.061 67.875 1.184 36.215 1.180 22.605 1.176 13.779 1.107 15.188 85.077
1975 1.134 64.488 1.367 34.533 1.358 21.242 1.349 13.613 0.974 15.862 87.574
1976 1.217 68.948 1.502 33.989 1.489 20.707 1.475 13.702 0.976 16.377 90.164
1977 1.249 69.831 1.636 33.206 1.619 20.070 1.602 13.629 0.912 16.744 92.662
1978 1.273 72.151 1.784 32.198 1.756 18.913 1.724 14.046 0.912 17.293 94.701
1979 1.289 74.591 1.922 31.815 1.883 18.149 1.835 14.695 1.031 17.884 96.438
1980 1.303 75.235 2.027 31.770 1.992 17.539 1.893 15.560 1.201 18.464 97.995
1981 1.314 77.181 2.123 30.955 2.095 16.519 1.942 16.025 1.463 18.937 99.582
1982 1.406 77.477 2.247 30.096 2.228 15.588 2.020 16.297 1.399 19.202 100.993
1983 1.430 78.845 2.334 29.222 2.326 14.676 2.062 16.520 1.297 19.454 102.130
1984 1.445 83.374 2.405 28.419 2.412 14.037 2.099 16.423 1.473 19.779 103.162
1985 1.472 84.898 2.532 28.117 2.558 13.654 2.184 16.602 1.476 20.151 104.432
1986 1.516 87.804 2.644 28.205 2.671 13.340 2.266 17.196 1.462 20.650 105.535
1987 1.517 88.489 2.716 28.440 2.742 13.090 2.311 17.885 1.588 21.254 106.445
1988 1.549 91.806 2.741 28.637 2.767 12.817 2.318 18.560 1.904 21.763 107.318
1989 1.568 96.274 2.792 28.743 2.818 12.500 2.347 19.182 2.260 22.223 108.283
1990 1.560 100.915 2.900 29.041 2.978 11.801 2.378 20.637 2.721 22.767 109.031
1991 1.574 103.379 3.041 29.097 3.188 11.641 2.452 20.953 2.794 23.274 109.926
1992 1.570 104.430 3.174 29.302 3.446 11.447 2.489 21.518 2.753 23.737 110.731
1993 1.551 104.137 3.252 28.632 3.534 10.865 2.543 21.513 2.446 24.146 111.588

aAll price indices (pY , pL , pLl and pLh ) and the price of capital (pK ) are normalized to unity in 1973. The real values
(in billions of Dutch guilders) of output (Y ), total labour (L), low–skilled labour (Ll ), high–skilled labour (Lh ) and pri-
vate capital (K) are calculated by dividing their nominal value by their corresponding price series. Public capital is also
expressed in 1973 prices.
Source: CPB Netherlands Bureau of Economic Policy Analysis and Statistics Netherlands.
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D The regression results using a two-year lag on infrastructure

This appendix displays the elasticity estimates when using a two-year lag on our stock of
public infrastructure capital.

Table D.4 Elasticity estimates—using a two-year lag on infrastructure— in the
midpoint of the sample, 1973 and over time.

Midpoint sample, 1973a 1953–1993b

Total Sheltered Exposed Total Sheltered Exposed
Elasticities of public infrastructure

εCG -0.196 -0.748 -0.102 -0.078 -0.447 -0.052
(0.075) (0.084) (0.096) (0.056) (0.141) (0.066)

εLG 0.053 -0.733 0.576 0.111 -0.513 0.687
(0.099) (0.107) (0.150) (0.210) (0.281) (0.494)

εK G -0.760 -0.800 -1.168 -0.548 -0.438 -1.117
(0.110) (0.141) (0.231) (0.557) (0.884) (0.639)

∂ps
G/∂t 0.033 -0.007 0.040 0.028 -0.024 0.057

(0.009) (0.004) (0.009) (0.037) (0.033) (0.055)
Other interesting elasticities

εCt -0.036 0.001 -0.047 -0.024 -0.001 -0.029
(0.003) (0.003) (0.003) (0.016) (0.004) (0.021)

εCpL 0.694 0.774 0.611 0.673 0.750 0.589
(0.003) (0.002) (0.006) (0.044) (0.051) (0.041)

εCpK 0.306 0.226 0.389 0.327 0.250 0.411
(0.003) (0.002) (0.006) (0.044) (0.051) (0.041)

εLt -0.057 -0.007 -0.088 -0.038 -0.003 -0.059
(0.004) (0.004) (0.006) (0.024) (0.008) (0.033)

εLpL -0.064 -0.042 -0.126 -0.067 -0.055 -0.128
(0.007) (0.009) (0.017) (0.017) (0.027) (0.037)

εLpK 0.064 0.042 0.126 0.067 0.055 0.128
(0.007) (0.009) (0.017) (0.017) (0.027) (0.037)

εKt 0.013 0.026 0.018 0.005 0.010 0.015
(0.003) (0.003) (0.007) (0.014) (0.026) (0.008)

εK pL 0.145 0.143 0.198 0.134 0.152 0.180
(0.015) (0.031) (0.025) (0.015) (0.047) (0.029)

εK pK -0.145 -0.143 -0.198 -0.134 -0.152 -0.180
(0.015) (0.031) (0.025) (0.015) (0.047) (0.029)

The cost function is assumed to be homogeneous in output. A two–year lag is placed on the public infrastructure variable.
The cost elasticity of public capital is assumed to lie between a certain bandwith.
aThe elasticities are evaluated in the midpoint of the sample, 1973. The standard errors in parentheses are heteroscedastic–
consistent (Robust–White) and are computed assuming that—apart from the parameter estimates—all variables are con-
stants equal to their values in the midpoint of the sample.
bThe elasticities estimates are averages over the 1953–1993 period. The standard errors in parentheses are computed
assuming that the parameter estimates are constants.
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E The regression results using the 1969–1993 period

This appendix displays the elasticity estimates when using the 1969–1993 period. The
first table presents the outcomes using our aggregated labour variable. The elasticity es-
timates when using low-skilled and high-skilled labour are given in the second table.

Table E.5 Elasticity estimates—using the 1969–1993 sample—in 1973 and over
time.

1973a 1969–1993b

Total Sheltered Exposed Total Sheltered Exposed
Elasticities of public infrastructure

εCG -1.094 -1.333 -0.994 -1.034 -1.265 -0.943
(0.160) (0.210) (0.170) (0.059) (0.069) (0.046)

εLG -1.375 -1.582 -1.240 -1.490 -1.679 -1.253
(0.207) (0.263) (0.198) (0.395) (0.391) (0.240)

εK G -0.381 -0.399 -0.479 -0.013 0.044 -0.392
(0.462) (0.755) (0.307) (0.645) (1.019) (0.245)

∂ps
G/∂t -0.032 -0.012 -0.018 -0.141 -0.062 -0.065

(0.016) (0.006) (0.009) (0.076) (0.034) (0.034)
Other interesting elasticities

εCt -0.001 0.011 -0.006 -0.005 0.008 -0.012
(0.005) (0.007) (0.005) (0.002) (0.002) (0.004)

εCpL 0.717 0.789 0.676 0.721 0.793 0.669
(0.003) (0.005) (0.003) (0.051) (0.046) (0.059)

εCpK 0.283 0.211 0.324 0.279 0.207 0.331
(0.003) (0.005) (0.003) (0.051) (0.046) (0.059)

εLt -0.003 0.013 -0.013 -0.005 0.009 -0.018
(0.007) (0.008) (0.006) (0.006) (0.006) (0.005)

εLpL -0.033 -0.033 -0.035 -0.031 -0.028 -0.036
(0.005) (0.008) (0.008) (0.011) (0.012) (0.013)

εLpK 0.033 0.033 0.035 0.031 0.028 0.036
(0.005) (0.008) (0.008) (0.011) (0.012) (0.013)

εKt 0.003 0.002 0.008 -0.001 0.008 0.001
(0.017) (0.027) (0.011) (0.010) (0.016) (0.008)

εK pL 0.084 0.125 0.073 0.076 0.101 0.069
(0.012) (0.029) (0.017) (0.009) (0.021) (0.007)

εK pK -0.084 -0.125 -0.073 -0.076 -0.101 -0.069
(0.012) (0.029) (0.017) (0.009) (0.021) (0.007)

The cost function is assumed to be homogeneous in output. The cost elasticity of public capital is assumed to lie between
a certain bandwith.
aThe elasticities are evaluated in 1973. The standard errors in parentheses are heteroscedastic–consistent (Robust–White)
and are computed assuming that—apart from the parameter estimates—all variables are constants equal to their values in
the midpoint of the sample.
bThe elasticities estimates are averages over the 1969–1993 period. The standard errors in parentheses are computed
assuming that the parameter estimates are constants.
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Table E.6 Elasticity estimates—using the 1969–1993 sample and low–skilled and
high–skilled labour—in 1973 and over time.

1973a 1969–1993b

Total Sheltered Exposed Total Sheltered Exposed
Elasticities of public infrastructure

εCG -1.021 -1.644 -0.906 -0.899 -1.513 -0.829
(0.244) (0.359) (0.220) (0.072) (0.131) (0.078)

εLl G -4.007 -4.628 -2.794 -10.244 -9.416 -7.014
(1.073) (3.047) (0.528) (5.701) (3.606) (4.461)

εLh G 3.508 1.648 2.367 5.869 2.300 5.094
(1.905) (3.988) (1.335) (1.808) (2.330) (2.402)

εK G -1.400 -1.359 -1.086 -1.305 -0.520 -1.225
(0.456) (0.933) (0.318) (0.956) (1.691) (0.262)

∂ps
G/∂t 0.062 -0.018 0.036 0.098 -0.033 0.055

(0.049) (0.037) (0.022) (0.096) (0.052) (0.019)
Other interesting elasticities

εCt 0.000 0.027 -0.006 -0.003 0.019 -0.011
(0.008) (0.013) (0.007) (0.002) (0.004) (0.003)

εCpLl 0.416 0.424 0.422 0.331 0.308 0.351
(0.003) (0.005) (0.002) (0.082) (0.091) (0.076)

εCpLh 0.298 0.366 0.261 0.387 0.485 0.321
(0.004) (0.008) (0.002) (0.063) (0.078) (0.045)

εCpK 0.286 0.209 0.317 0.283 0.207 0.327
(0.002) (0.003) (0.002) (0.056) (0.052) (0.061)

εLl t 0.060 0.068 0.020 0.085 0.097 0.030
(0.041) (0.117) (0.020) (0.022) (0.048) (0.021)

εLl pLl
-0.401 -0.770 -0.085 -0.768 -1.404 -0.182
(0.151) (0.449) (0.092) (0.272) (0.460) (0.067)

εLl pLh
0.496 0.918 0.143 0.896 1.603 0.270

(0.155) (0.466) (0.087) (0.302) (0.509) (0.093)
εLl pK

-0.095 -0.149 -0.058 -0.128 -0.199 -0.089
(0.020) (0.033) (0.015) (0.033) (0.058) (0.028)

εLh t -0.112 -0.017 -0.090 -0.092 -0.028 -0.081
(0.073) (0.157) (0.051) (0.019) (0.041) (0.012)

εLh pLl
0.692 1.064 0.231 0.708 0.938 0.274

(0.217) (0.550) (0.141) (0.081) (0.121) (0.047)
εLh pLh

-0.928 -1.321 -0.439 -0.884 -1.112 -0.451
(0.224) (0.576) (0.134) (0.071) (0.140) (0.023)

εLh pK
0.236 0.257 0.207 0.176 0.174 0.177

(0.029) (0.050) (0.025) (0.042) (0.056) (0.026)
εKt 0.030 0.020 0.027 0.024 0.026 0.017

(0.016) (0.031) (0.012) (0.018) (0.026) (0.011)
εK pl

L
-0.138 -0.301 -0.077 -0.148 -0.289 -0.093
(0.029) (0.067) (0.020) (0.038) (0.072) (0.024)

εK ph
L

0.246 0.451 0.171 0.239 0.403 0.174

(0.031) (0.087) (0.021) (0.036) (0.074) (0.020)
εK pK -0.108 -0.149 -0.094 -0.091 -0.114 -0.081

(0.013) (0.038) (0.012) (0.011) (0.024) (0.008)

The cost function is assumed to be homogeneous in output. The cost elasticity of public capital is assumed to lie between
a certain bandwith.
aThe elasticities are evaluated in 1973. The standard errors in parentheses are heteroscedastic–consistent (Robust–White)
and are computed assuming that—apart from the parameter estimates—all variables are constants equal to their values in
the midpoint of the sample.
bThe elasticities estimates are averages over the 1969–1993 period. The standard errors in parentheses are computed
assuming that the parameter estimates are constants.


